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ABSTRACT

This dissertation contains three essays on the law and economics of cybersecurity. 

Chapter 1 contains the introduction to the problem and the review of the different 

technological, economic, and law-based solutions hitherto proposed to combat the 

problem.

Chapter 2, which contains the first essay, puts forward the idea that cyberinsurance 

can be a powerful tool to align market incentives toward improving cyber security. We 

present three economic arguments for cyberinsurance as well as conduct time and case 

studies to trace the evolution of the cyberinsurance industry. We conclude that in theory, 

there are significant theoretical foundations to support the case for cyberinsurance as a 

market-based solution to managing Internet security risks. In practice, although some 

implementation issues remain, cyberinsurers were able to find ways to address what used 

to be major problems, such as adverse selection, moral hazard, etc.

In Chapter 3, we examine whether firms whose computer systems are under attack 

should be permitted to hack back, and how the law of self-defense in cyberspace should 

be designed. We employ a formal, game-theoretic analysis of the strategic interaction 

between the hacker and the attacked firm/individual. We also include, in our extended 

model, Bayesian updating to capture the effect of intrusion detection system technology, 

as well as consider the social planner’s perspective and the effect of different liability 

regimes. We conclude that neither total prohibition nor unrestrained permission of 

hackback is optimal. Instead, the model results suggest that hackback should be

iii
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permitted when: (1) other alternatives, such as police enforcement and resort to courts, 

are either ineffective or ineffectual; (2) there is a serious prospect of hitting the hacker 

instead of innocent third parties; and (3) the damages to the attacked firm’s (that is, the 

entity that is hacking back) systems that can be potentially mitigated outweigh the 

potential damages to third parties.

In Chapter 4, we study a model where cybercrimes are addressed through a 

combination of private and public measures, as well as study the public goods and 

externalities aspects of Internet security. We find that the socially-optimal level of 

security is achieved by equalizing the marginal-benefit-to-marginal-cost ratios of the 

different security measures. The interrelatedness of Internet risks causes firms to 

underinvest in private and public security goods. The government decidedly lowers the 

level of police expenditures to induce firms to invest in more precautions. Under certain 

conditions, cooperation results in socially-optimal levels of private and public security 

goods expenditures.
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CHAPTER 1:

CYBERCRIMES AND CYBER-ATTACKS: A REVIEW OF 
TECHNOLOGICAL, ECONOMIC, AND LAW-BASED SOLUTIONS

1. INTRODUCTION

The Internet has radically changed the way business is carried out and is increasingly 

dominating our professional and personal lives (Brown 2001). Although U.S. retail sales 

increased a mere 5.4 percent in 2003, U.S. e-commerce sales surged 26.3 percent to $54.9 

billion (U.S. Department of Commerce 2004). Overall, global business-to-business e- 

commerce sales is expected to grow from $1.93 trillion in 2002 to $8.53 trillion in 2005 

(Clark 2002).

Yet, software vulnerabilities abound. They expose Internet businesses to both risks1 

and liability2 for property damage, business interruption, defamation, invasion of privacy, 

theft of credit card numbers, malpractice and consumer fraud. Thus, cybercrime and 

cyber-attacks on the Internet have increased in recent years. Increasingly available 

hacking programs (Pascuillo)3 have made it easier for hackers to mount attacks 

(Insurance Information Institute 2003). Accordingly, hackers are responsible for:

1 Ernst &Young reported that 34% of the 1400 organizations surveyed admit of less-than-adequate ability 
to identify if their intrusions in their systems, and 33% admits of lack of ability to respond (Insurance 
Information Institute 2003).
2 Potential e-litigation may relate to product liability claims (for example, incorrect configuration or 
negligent design of hardware and software); computer malpractice suits associated with negligent provision 
of services; denial-of-service flooding attacks and other security breaches; intellectual property violation; 
and domain name and meta-tagging controversies (Norman 2001).
3 About seventy-five percent of security incidents are carried out by unskilled hackers who use well-known 
exploits (Hensing 2004b).

1
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hacking passwords and authentication codes, computer intrusions,4 denial-of-service 

(DOS) attacks,5 web defacements,6 the proliferation of worms and viruses,7 phishing,8 

identity theft (see, for example, Solove 2005), etc. Already, high profile firms such as 

Microsoft, Amazon.com, eBay, Yahoo, and CNN.com have suffered denial-of-service 

(DoS) attacks, rendering these firms unreachable for significant period of time (Gohring 

2002; Vogel 2002). The CERT/CC reports that the number of cyber-incidents increased 

from 252 in 1990 to 137,529 in 2003 (CERT Coordination Center 2003).9 In fact, a 

survey by the Computer Security Institute (CSI) in May 2003 revealed that 75% of the 

companies surveyed lost money because of computer security breaches (Insurance 

Information Institute 2003). Of the companies that reported security breaches, theft of 

proprietary data resulted in the greatest monetary losses (an average loss of $2.7 

million).10 Overall, InformationWeek magazine estimated that computer viruses and

4 For example, a hacker breached the U.S. Naval Academy computer system in December 1994. Another 
example is that of al5-year-old Croatian hacker who intruded into the computer network of Andersen Air 
Force Base (Guam) in March 1997 (Washington Technology 1998).
3 For instance, the websites of Microsoft, Amazon.com, eBay, Yahoo, CNN.com have been rendered 
unreachable over the Internet for significant periods of time because of DOS attacks (Gohring 2002; Vogel
2002).
6 For example, “SmOked Crew" marked websites of Hewlett-Packard, Compaq, Intel and the New York 
Times, among others (Information Security 2001).
7 For instance, the Love Bug virus (2000) affected 20 countries and 45 million users worldwide, and caused 
an estimated $8.75 billion in foregone productivity and software damage (Insurance Information Institute 
2003).
8 “Phishing” means mass e-mailing aimed at duping individuals to go to fake Web sites (see, for example, 
Christie 2004).
9 An incident may involve one, hundreds, or thousands of sites (CERT Coordination Center 2003).
10 The second highest amount of monetary damage was caused by DOS attacks, with a total loss of $65.6 
million (Insurance Information Institute 2003; Fisher 2001). The FBI estimated that the average lost from 
network security breach in 1999 is $142,000 (Duffy 2000). Not only intrusions but even internal attacks 
can be a problem, as employees can obtain credit card data or the firm’s proprietary design. Employee- 
related security losses represent 41 percent of total loses (Duffy 2000). The Love Bug virus (2000) 
affected 20 countries and 45 million users caused an estimated $8.75 billion in lost productivity and 
software damage (Insurance Information Institute 2003).

2
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hacking cost an estimated $266 billion in the United States (U.S.) and $1.6 trillion 

worldwide in 1999 (McDonald 2000; Knight 2000).11

Government agencies, as well as businesses, have experienced Internet attacks. The 

Navy, for one, had its satellite guidance computer control compromised by a hacker who 

penetrated the Research Laboratory’s network and downloaded software used in guiding 

satellites (Information Security 2001). Hackers have also breached the on-line security of 

other U.S. government agencies including: the Federal Bureau of Investigation (FBI), the 

Department of Defense (DOD), the Environmental Protection Agency (EPA), the 

National Aeronautics and Space Administration (NASA), and the U.S. Senate (Vogel

2002). Attacks such as these demonstrate the vulnerability of vital infrastructure 

controlled by computers.12

11 Estimating the damages caused by security breaches is inherently hard; hence, these figures may be 
subject to debate. The costs associated with security incidents not only involve transitory costs such as lost 
business, decreased productivity, repair, hacker prosecution and media-related costs, but also long-term 
effects such as loss of potential new customers, reduced trust of present customers and business partners, 
higher insurance costs, and other intangible costs (Cavusoglu et al. 2004). In estimating the above figures, 
InformationWeek and Reality Research and Consulting used company downtime figures of about 50,000 
firms they surveyed. They calculated that the 6,822 person-years productivity loss in North American 
businesses and the 3.3% unanticipated downtime in worldwide businesses translated to $1.6 trillion in lost 
revenue. (The principal researcher of Reality Research and Consulting believes that these estimates may in 
fact be underestimated considering they only represent the impact of viruses on businesses with more than 
1,000 employees.)

Aside from surveys, another method used to estimate the cost of security incidents is the event study 
method (see infra note 125 for a description of this method) which is used to measure the impact of security 
breaches on the firm’s market capitalization (for a survey of studies conducting estimates of the cost of 
security incidents, see generally, Garg et al. [2003]). Cavusoglu et al. (2004) used this technique to 
estimate that attacked firms lost, on average, $1.65 billion (or 2.1 percent) of their market capitalization 
within two days of the security breach occurrence. Other studies corroborate the huge and significant 
impact of Internet attacks on the stock price of firms (see, for example, Ettredge and Richardson 2002;
Garg et al. 2003).
12 In March 1997, services to the Federal Aviation Administration control tower at the Worcester, 
Massachusetts airport were paralyzed by malicious codes from a hacker (Washington Technology 1998). 
Other security events show that major cyber-attacks could easily be executed by someone who just has 
electronic capability and a broadband connection: (a) in January 1990, a programming mistake in AT&T 
electronic switching systems software obstructed about 5 million calls; (b) in January 1991, a fiber cut 
halted air traffic control operations in Boston, Washington and New York; and (c) in September 1997, 
erroneous uploads into a Signaling System 7 processor resulted in a 90-minute AT&T toll-free telephone 
service interruption (Washington Technology 1998).

3
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Hacking has evolved from what used to be merely the pastime of mischievous

individuals to what is now big business. Organized groups now hack computer systems 

11on a large-scale basis. Spammers send out huge mass-emailings advertising various 

products.14 Employees of large companies have stolen sizeable amounts of money by 

hacking into company databases.15 Even political activists have resorted to hacking in 

order to promote their causes.16

Another important area of concern relates to privacy issues in the Internet.17 

Organizations and businesses that manage personal information on the Internet have a 

duty of confidentiality (Meyer 2003), yet few of these organizations and businesses have 

security sufficient to protect personal information which includes credit card and social 

security numbers.18 Thus, specific claims of liability may arise from: (1) tort based on 

privacy violations; (2) breach of an implied contractual duty; (3) violation of regulations

13 The FBI determined that organized hacking groups (mostly in Russia and the Ukraine) have stolen more 
than 1 million credit card numbers from Internet locations that have not patched known vulnerabilities 
(Walsh 2001). Electronic Fund Transfer systems also transmit hundreds of billions of dollars on a daily 
basis. While bank burglaries involve $3,000 on average, computer crimes normally cost around half a 
million dollars in losses (Gold 2002, p. 13, citing Ardis et al. 1985).
14 It has been estimated that as of November 2003, 56% of 5.7 x 1010 emails sent per day were spam 
(Laurie and Clayton 2004, citing Radacati Group 2004). Spam has started on instant messaging (IM) 
(“spim”). The amount of spim quadrupled from 500 million messages in 2003 to 2 billion messages in 
2004, and is projected to grow to 3 billion messages in 2005 (Paulson 2004, citing data from Ferris 
Research). Like spam, spimmers advertise and/or link to products such as prescription drugs and 
pornographic websites, often with use of bots that generate spim attacks (Paulson 2004).

It has been reported that employee-related security losses average $1.8 million (see Duffy 2000).
16 Thus, online activists who wanted to attract attention to their anti-globalization stance had broken into 
databases, and intruded into private information of 27,000 important participants at the World Economic 
Forum in 2001, including Microsoft’s Bill Gates and former U.S. Secretary of State Madeline Albright 
(ZDNet 2001).
17 Courts recognize four types of privacy invasion: (1) intrusion upon a person’s solitude or private affairs; 
(2) revelation of embarrassing private facts; (3) publicity that puts him/her in a false light; and (4) 
appropriation of his/her name or likeness (Meyer 2003, citing Loesch and "Brenner 1998; Smith 1978).
1 See, for example, ZDNet (2001), reporting that during the 2001 World Economic Forum, crackers who 
espouse the globalization cause had breached databases acquiring the participants’ confidential data, 
including those of Microsoft Chairman Bill Gates and former U.S .Secretary of State Madeline Albright, 
and accessed credit card numbers for 1,400 people. See also Insurance Information Institute (2003), citing 
a 2002 survey by St. Paul Companies of 501 IT and risk managers at 460 U.S. companies which found that 
only 55 percent of the respondents said that they have reviewed existing coverages for e-risk coverage.

4
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intended to safeguard privacy; and (4) federal legislation intended to safeguard personal 

data online (Meyer 2003).

Thus, it is clear that cyber-threats merit considerable concern. In this paper, we 

advocate using technology, economic principles, and law-based solutions simultaneously 

to combat cybercrime. In Section 2, we examine how organizations can use technology 

to protect themselves from cyber-attacks. Since software vulnerabilities have contributed 

a great deal to the rising incidents of cyber-attacks,19 in Section 3, we investigate methods 

for reducing security holes in software. In Section 4, we discuss how laws and 

regulations can provide incentives for businesses to safeguard personal information.20 In 

Section 5, we conclude that a combination of technological, economic, and law-based 

solutions are necessary to effectively combat cybercrime.

2. TECHNOLOGY-BASED SOLUTIONS

In the same way as locks, security cameras, and alarm bells help protect physical assets in 

the brick-and-mortar economy, a good information security infrastructure can help secure 

digital assets in the information age. In this section, we discuss technology available to 

protect digital resources arid communication over the Internet.

19 Security holes in software enable hackers to develop exploit codes. Note too that it is easy for hackers 
and script kiddies to get free vulnerability scanners, port scanning tools, rootkits, and other hacker tools. 
Thus, the rise of security incidents (see supra text accompanying note 9), is positively correlated with the 
rise in vulnerabilities (CERT reports that the number of vulnerabilities reported per year increased steadily 
from 171 in 1995 to 3,784 in 2003 [CERT Coordination Center 2003)]). http://www.sans.org/top20 lists 
the 20 most critical Internet security vulnerabilities (last visited 2/14/05).
20 Ernst &Young reports that more than 34% of 1400 organizations it surveyed recognize that their 
capability to diagnose intrusions is inadequate, while 33% admit to having insufficient capacity to react to 
intrusions. Another survey reveals that many U.S. firms are underestimating e-risks and have not trained 
personnel to deal with them (Insurance Information Institute 2003).

5
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2.1. Firewalls and Virtual Private Networks

Firewalls provide the first line of defense against computer intrusions (Cavusoglu,

Mishra, and Raghunathan 2002). Firewalls both restrict and authorize admission into
>} i

specific networks. Simple firewalls, such as packet filters, screen incoming computer 

traffic using source and destination addresses,22 while application-level filters allow for 

finer configuration (Cheswick, Bellovin, and Rubin 2003). For example, an application- 

level filter for e-mail can be set up to check for dirty words, identify virus-infected 

software, and remove unsafe attachments.23 A demilitarized zone (DMZ)24 can provide 

an additional layer of defense by preventing a hacker who bypasses the firewall from 

being able to access the network (Cheswick, Bellovin, and Rubin 2003).

Virtual Private Networks (VPNs) provide companies with the capability to allow their 

own communications to pass through firewall security. VPNs grant certain computers 

the permission to pass through a hole in the firewall into the network (Cheswick,

Bellovin, and Rubin 2003, p. 237).25 VPNs also help in environments such as 

universities and hotels by allowing users in the same location to connect to each other 

with a secure VPN connection (Schneier 2000, pp. 193-94).

21 A common configuration is to install a two-level firewall: a first firewall protects against DOS attacks, 
port scans, and IP spoofing, while another (proxy) firewall protects against application-level targets 
(Juniper Networks 2004).
22 This is called ingress filtering. The firm can also apply egress filtering to make sure that its site doesn’t 
emit any packets with inappropriate addresses (Cheswick, Bellovin, and Rubin 2003, p. 177, citing 
Ferguson and Senie 2000).
23 Other categories of firewalls are circuit-level gateways and dynamic packet filters (Cheswick, Bellovin 
and Rubin 2003).
24 Named after the DMZ in Korea (Cheswick, Bellovin, and Rubin 2003).
25 Technically, a VPN is a protected connection over an open network (Schneier 2000, p. 193). Since it is 
more costly to install a private network cable, encryption is used to secure communications transmitted 
over the Internet (University of Illinois at Urbana-Champaign 2006).
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2.2. Intrusion Detection Systems and Honeypots

Firewalls, however, are not 100% effective in stopping the entry of malevolent software 

(“malware”) into the network (Hensing 2004).26 Furthermore, firewalls are unable to 

prevent attacks from individuals who have access to the network (Cheswick, Bellovin,

27  • * *and Rubin 2003). This is an important consideration because insiders/employees 

commit a significant number of cybercrimes (Cavusoglu, Mishra, and Raghunathan 2005, 

citing Escamilla 1998; Russell and Gangemi 1992). Intrusion detection systems (IDSs), 

therefore, function as an important second line of defense (Cavusoglu, Mishra, and 

Raghunathan 2001). By alerting network administrators of unusual or suspicious 

activities on the network, IDSs provide an important defense against hackers who 

negotiate a system’s firewall (Cavusoglu, Mishra, and Raghunathan 2001).

Two types of IDSs provide the basis for secondary network protection. First, a 

signature-based IDS compares suspected security breaches to a database of known 

attacks (Cheswick, Bellovin, and Rubin 2003).28 Second, anomaly-based detection 

checks for abnormal behavior, that is, behavior that statistically differs from regular 

activities (Cavusoglu, Mishra, and Raghunathan 2001).

Honeypot IDSs work best for setting such as the DMZ. Honeypots act as a decoy by 

allowing the breach of a faux security system in order to deflect attacks against the real 

systems which house valuable assets and data. Honeypots thus make it less likely for 

hackers to gain access to the more valuable computer systems (Domseif and May 2004).

26 There can be false positives (where a valid user is precluded access) and false negatives (where an 
intruder is granted entry) (Cavusoglu, Mishra, and Raghunathan 2002).
27 Nor are they designed to stop malicious programs running on an in-house computer (Cheswick, Bellovin, 
and Rubin 2003).
28 Since they only recognize what is in the database, they tend to have a lot of false positives (where 
incidents have come about but the'IDS doesn’t report them as intrusions) (Cheswick, Bellovin, and Rubin 
2003).
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There is also a presumption that users gaining access to honeypots are intruders. Thus, 

honeypots are useful for acquiring information about hacker behavior (Cheswick, 

Bellovin, and Rubin 2003, p. 282).29

2.3. Encryption Technology and Access Control Mechanisms

Encryption technology can transform a message in its orginal form (“plain text”) into an 

indecipherable form (“ciphertext”), and back into a readable form using decryption.30 An 

example of a decryption system, the Kerberos Authentication System (Kerberos), 

authenticates individual users/computers on a network (Cheswick, Bellovin, and Rubin 

2003, p. 315).31 At the network level, IPsec provides encryption for the Internet 

(Cheswick, Bellovin and Rubin 2003, p. 318).32 The common, application-level, 

encryption technologies are: SSH (Secure Shell), used to secure a remote login 

(Cheswick, Bellovin and Rubin 2003, p. 322); SSL (Secure Socket Layer), which 

provides cryptographic protection for transactions on the Web (Cheswick, Bellovin, and 

Rubin 2003, p. 77 and 323); and S/MIME33 or PGP,34 both used for securing e-mail 

communications (Cheswick, Bellovin, and Rubin 2003, p. 326).

29 Normally, the firm would be more interested on gathering data about intrusions specifically targeting its 
systems (such as those done by corporate spies), rather than data on random attackers (since the latter can 
be gathered from more general sources) (Dornseif and May 2004).
30 Modern encryption is done using cryptography, the art of secret writing (Pfleeger and Pfleeger 2003, p. 
35).
31 PKI (or Public Key Infrastructure) on the other hand is a device used for securely distributing public keys 
(Kaufman, Perlman, and Speciner 2002, p. 371). If an individual, for instance, wants to send an encrypted 
email message to another, she needs to securely find out the other’s public key. The PKI trust model 
provides some mechanism where public keys are known to others in a trustworthy fashion (Cheswick, 
Bellovin, and Rubin 2003, p. 150).
32 It includes an encryption mechanism, an authentication mechanism, and a key management protocol 
(Cheswick, Bellovin, and Rubin 2003, p. 318).
33 Secure Multipurpose Internet Mail Extensions.
34 Pretty Good Privacy.
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Access controls in the form of good password management can significantly reduce 

the incidence of security breaches (Cheswick, Bellovin, and Rubin 2003, p. at 106). 

Common types of password attacks are password hash (for example, sniffing), guessing, 

and dictionary attacks. A weak password policy can severely jeopardize a company’s 

security because cyberattacks can occur so quickly that a company may not even 

recognize that an attack has occurred until well after it has lost valuable information. For 

example, a hash attack on a 1 Terabyte RainbowCrack database takes only subseconds to 

crack a 6-8-character password (Hensing 2004). On the other hand, it takes 1.9 years to 

crack an 11-character password; hence, good password practices require at least 12- 

character passwords and different local administrator passwords. In general, a weak 

password policy is one of the top security mistakes a company can make (Hensing 2004).

2.4. Vulnerability Scanners, File Integrity Checkers, and Antivirus Software

Vulnerability scanners such as Nmap (“Network Mapper”) rapidly scan large networks to 

discover what hosts on the network are open, what applications and operating system 

(OS) versions are running, and what type of firewalls and other obstacles are in use 

(http://www.insecure.org/nmap).35 Although Nmap is available as free open source code 

to hackers wishing to infiltrate a network, network administrators can benefit from using 

Nmap and similar tools to detect and patch security holes and apply critical updates to 

their systems. Possible indications of a security breach include: slow servers, depleted

35 Nmap also offers advanced capabilities such as remote OS detection, and stealth, parallel, and decoy 
scanning (Insecure.org). It supports most OS including Linux, Windows, FreeBSD, Solaris, Sun OS, etc.
(.Insecure.org). For more detailed information on Nmap (see http://www.insecure.org).
36 For example, tools like Microsoft Baseline Security Analyzer 1.2 (MBSA) searches for unpatched holes 
in Windows, IE, SQL, Office, etc. and patch them (Hensing 2004b). Also, Windows Update (WU) 
(www.windowsupdate.microsoft.com) detects missing OS patches or updates, produces a list of needed 
updates, and sets up updates chosen by the customer. A similar tool is Microsoft’s SUS 1.0, which gives
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storage space, irregular bandwidth consumption, irregular event log data, and unexpected 

process crashes (Hensing 2004a).37

File integrity checking tools like Tripwire (http://www.tripwire.com) enable quick 

repairs and restoration of data damaged by successful hackers (Mangla 2004).38 File 

integrity checkers detect unusual changes to important system components such as tree 

structures and files, compare the changes to a baseline digital inventory of good files, log 

changes, and trigger alerts to administrators (SecurityWizardry).39

Anti-virus (AV) protection safeguards organizations against viruses and worms that 

can initially infect a single computer on a network and later spread throughout the other 

computers on the network.40 A common configuration places a first layer AV at the 

desktop level, with a second layer of defense a file/mail server AV. A third layer of AV 

defense is also available at the gateway level (Juniper Networks 2004). Computer users 

must regularly update AV software to most effectively protect their computers against 

virus attacks (Cheswick, Bellovin, and Rubin 2003, p. 107).

administrators control over which patches to set up from WU (Hensing 2004b). Note, too, that Microsoft 
has just recently released a free Windows XP upgrade “Service Pack 2,” designed to make users more 
secure against attacks by closing virus entries, repelling spyware, and increasing safeguards for personal 
information (CNN.com 2004a).
37 Deletion of administrator shares and unexpected installation of security patches are among the signs of a 
breach because hackers— in protecting their own turf from being invaded by other hackers—patch the 
security holes through which they enter and delete the administrator shares they control. Also, since 
rootkits and security patches are normally followed by reboots, unexpected reboots can also be signs that 
the system might have been breached (Hensing 2004a).
38 They create a message fingerprint/digest of important files, and regularly check these files to ensure that 
the hash hasn’t been altered (Mangla 2004).
39 Tripwire for Linux is free, while versions for Windows and Solaris are available at www.tripwire.com 
(Mangla 2004).
40 Companies can also install anti-spyware programs to help protect against pop-ups ads programs which 
gather information about computer users (see Christie 2004a). However, administrators should exercise 
care in using anti-spyware programs since a lot of fake spyware programs have appeared, and some even 
install spywares themselves (see Dolinar 2004); http://www.spywarewarrior.com/rogue_anti- spyware.htm 
lists fake and suspect spyware programs.
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2.5. Other Technological Tools

Several other technology-based tools are available for use against cyber-attacks. 

Visualization tools such as NVisionIP and VisFlowConnect41 provide security 

administrators with situational knowledge of complex computer networks and identify 

intrusion patterns by allowing security administrators to visualize the devices, traffic, and 

relationship between the devices in the network (Paulson 2004a). Another tool, ICAT, is 

a search engine for vulnerabilities and available patches maintained by the National 

Institute for Standards and Technology (NIST).42 Hashcash proposes charging spammers 

a fee for every sent message43 and can also be useful to check other abuses of un-metered 

Internet resources such as distributed denial-of-service (DDOS) attacks (Laurie and 

Clayton 2004, citing Mankins et al. 2001).

3. ECONOMICS-BASED APPROACHES

In the previous section, we discussed the technology available to prevent cyber-attacks.

In this section, we argue that improving software is an important means of preventing 

cybercrimes. Because faulty software, in and of itself, is costly even if not used to 

commit cybercrimes,44 in this section, we discuss an economic analysis of the software 

vulnerability problem.

41 Both developed by the National Center for Supercomputing Applications (NCSA).
42 It indexes data from CERT, ISS X-Force, Security Focus, NT Bugtraq, Bugtraq, and other security and 
patch bulletins (see http://www.icat.nist.gov).
43 The idea is to have the sender solve a cryptographic puzzle and do complex computational work (Laurie 
and Clayton 2004). The sender computes a CPU cost function (easy enough to verify but costly to 
calculate) and thus pays “tokens” in terms of burnt CPU cycles (Back; Back 2002). For those legitimate 
emails that are part of a mailing list, subscribers can put the mailing list address in a postage-free recipients 
list (Back).
44 For example, in 1998, buggy software disrupted telephone communication in a couple of cities in the 
East Coast as well as the New York Mercantile Exchange (Washington Technology 1998). Also, NIST
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3.1. Identifying Software Bugs Pre-Release

Among the first steps available to address software quality is finding software problems 

during pre-release of the software. Problems identified early in the development process 

are less expensive to fix than later in the development process (National Institute of 

Standards and Technology 2002, citing Kit 1995). Nevertheless, because software has 

become increasingly complex,45 the cost of debugging, testing, and verifying software 

typically ranges from 50%-75% of the total software development cost. In answering 

rising software costs, NIST has proposed developing software testing tools that identify 

problems more quickly (National Institute of Standards and Technology 2002).

According to the NIST, enhanced testing tools will: reduce software development and 

testing costs; reduce the time needed to introduce new software; and improve software 

quality. Overall, NIST estimates that improved testing tools could result in software 

developers saving $10.6 billion and software users saving $11.7 billion (National 

Institute of Standards and Technology 2002).46

3.2. Finding Security Holes Post Product Release

Despite the dedicated efforts of software developers to identify problems during pre­

release, not all problems are found (National Institute of Standards and Technology 2002, 

p. 4-2, citing Myers 1979). Software developers release patches to correct problems

estimated that the yearly costs of faulty software (in terms of testing resources by software developers and 
loss prevention activities by software users) was somewhere between $22.2 to $59.5 billion (see National 
Institute of Standards and Technology 2002, p. ES-3). Moreover, the Gartner Group reports a 25% failure 
rate for notebook computers used in large U.S. companies (National Institute of Standards and Technology 
2002, p. 1-2, citing Barron 2000).
45 Software size now span not only thousands of lines of codes, but millions of lines of code (National 
Institute of Standards and Technology 2002, p. ES-1).
46 The cost savings to software users relates to error mitigation and avoidance (National Institute of 
Standards and Technology 2002).
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identified after a program’s general release. Accordingly, software developers perform 

an economic analysis of whether it is more profitable to release a product with problems 

or delay the product’s release until all of its problems are corrected (Arora, Caulkins, and 

Telang 2003).47 Moreover, a firm with the ability to fix defects after general release will 

have incentives to release a product with more problems (thereby allowing the product to 

maximize its market share) but invest more in after-sales patching support (Arora, 

Caulkins, and Telang 2003).48

3.2.1. Market vs. Federal Funding Approach

Software designers are undecided as to how best to find vulnerabilities in software 

released to the general public 49 Currently, reporting bugs to intermediaries like the 

CERT is voluntary and does not come with financial rewards (Kannan, Telang, and Xu

2003).50 Some people have suggested developing a market, similar to those used to trade 

other commodities, thereby creating incentives for software users to find and report 

software problems. Others have cautioned that such a move towards an unregulated 

market-based mechanism may not necessarily lead to a better social outcome because 

people looking to exploit security weaknesses in the software might exploit the

47 Vendors deal with a trade-off between the benefits and disadvantages of releasing the product early. On 
the one hand, software that is released earlier can be used by customers sooner; on the other hand, early 
release may entail that the software has more bugs and that the software firm needs to invest more in after­
sales patching support. Right now, many popular software manufacturers regularly release patches: “Sun 
released more than 200 patches for Solaris 9 . 0 , . . .  Microsoft issues patches on an almost daily basis, and 
Hewlett Packard puts out an average of 60 to 80 HP-UX patches per week.” (Arora, Caulkins, and Telang 
2003)
48 As software developers invest more in patching, they tend to release buggier product earlier. Also, it is 
socially-optimal to release the software sooner and provide broad patching support (Arora, Caulkins, and 
Telang 2003).
49 However, some question whether vulnerability finding is a useful activity, arguing that the data do not 
show any significant measurable effect on the software defect rate (see Rescorla 2004).
50 When a person comes across a bug, he or she can report such information to an institution like the CERT, 
which in turn informs the vendor of such problem and gives the vendor sufficient time to create a patch 
before it discloses the information to the public (Kannan, Telang, and Xu 2003).
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vulnerability information.51 The best mechanism may be a federally-funded CERT-type 

of institution. This type of institution would reward people who identified vulnerabilities 

but would not charge a subscription fee to those to whom it released such vulnerability 

and patching information (Kannan, Telang, and Xu 2003).

3.2.2. Auction fo r  Bug Informatton

Another possible method for identifying software problems after a product’s release is for 

companies to buy information from product users who find problems with the software. 

Buying this type of information could take the place of pre/post-release product testing 

and at the same time assist software vendors in determining the security of their product 

(Schechter 2002).52 Auction markets could be used for these purposes (Ozment 2004).

3.3. Disclosure Policy on Vulnerability Information

Conflicting opinions exist as to whether to publicly disclose known software problems. 

On the one hand, publicly announcing security holes enables hackers to exploit them.53 

On the other hand, publicly announcing security holes creates an incentive for software 

manufacturers to generate the patches necessary to protect the public against the security 

holes. Hence, the policy planner must essentially balance the competing interests of

51 Also, the market-based intermediary may have incentive to protect its own subscribers (such as 
delivering a patch or providing filters to its subscribers) but “leak” the information without adequate 
safeguards, thereby rendering non-subscribers susceptible to attacks. The non-subscribers then will have 
incentives to subscribe to its service in order to be protected. In this case, some form of regulation 
preventing the intermediary from leaking the vulnerability information might be necessary (Kannan, 
Telang, and Xu 2003).
52 An initial amount could be set as a reward for finding a product defect and this reward grows over time 
until it is claimed. The amount, when unclaimed, is the lower limit of the cost to break the product, which 
is a measure of the product’s security (Schechter 2002).
53 Symantec reports that in 2001 and 2002, around 70% of all vulnerabilities in 2003 are easily exploitable 
either because they require no exploit code or the exploit code is publicly available (see Symantec Internet 
Security Threat Report 2004). Also, even if a patch is available, not all customers patch immediately 
(Arora et al. [2004], citing an InternetNews.com report that 6 months after the DOS attacks in 2000, more 
than 100,000 machines were still unpatched).
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exposing consumers to attacks against reducing the time for vendors to develop and 

release patches.54 Neither secrecy nor instant disclosure is optimal. Rather, the optimal 

timing of the disclosure depends upon the effect of the disclosure on the number of 

attacks, the mitigation of damages to customers apprised of such holes, and the effect of 

disclosure on vendor behavior (Arora et al. 2004).55

Two opposing factors strongly influence the development of secure software. The 

first factor is that known security holes are more likely to be the subject of an attack than 

those left undisclosed.56 Also, releasing a patch for previously unknown holes increases 

the number of attacks (Arora, Telang, and Xu 2004). The second factor is that patching a 

known security hole lowers the frequency of attacks (Arora et al. 2004), and early 

disclosure pushes software producers to patch earlier (Arora et al. 2004; Arora, Telang, 

and Xu 2004). An additional consideration is that early disclosure balances the desire of 

the software vendors to delay releasing patches in software for which they share no 

liability (Arora, Telang, and Xu 2004). An appropriate disclosure policy would take into 

consideration each and every one of these factors.

3.4. Interdependence in Cybersecurity

3.4.1. Externalities in Cybersecurity

Inaction by individuals and firms that are the victims of computer intrusion contributes to 

the frequency of future intrusions. For example, if a computer virus penetrates the

54 While instant disclosure incentivizes vendors to respond more quickly, keeping the vulnerability 
information secret may result in fewer attacks (Arora et al. 2004).
55 Open source and larger firms tend on average to have better patch response. Also, software vendors tend 
to patch critical security holes sooner (Arora et al. 2004).
56 Note, however, that although disclosure increases the number of attacks, the total amount of the damages 
from those attacks could actually be lower if disclosure enables the users to mitigate their losses (Arora et 
al. 2004).
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system through an unprotected machine, it has comparatively easier access to the 

remaining computers in the system, as in fact a lot of viruses reproduce themselves to all 

addresses listed in the address book of the compromised computer. In essence, the lack 

of security in one computer or network can cause damage not only to that single machine 

or network, but also to all of the computers affected by the network (Heal and Kunreuther

572003). Hackers can also use compromised computers to launch attacks against other 

computers (Varian 2000), as in the case of DDOS attacks. The issue of how to deal with 

externalities in computer security is an important one that has arisen recently.58 

Suggested solutions for this problem include both creating Coasian markets for 

vulnerability credits (see Camp and Wolfram 2000) and imposing liabilities that function 

as a sort of a Pigouvian tax.59

3.4.2. Public Goods Aspect o f  Cybersecurity

Protecting system reliability requires cooperative action (see Varian 2002). As such, 

system reliability is subject to both free-riders and under-providers. Much in the same 

manner that citizens may build a wall to protect their city, system reliability depends on: 

the sum of the efforts of the individuals; the minimum effort; or the maximum effort. 

Fines can influence sub-optimal outcomes resulting from free-riders (Varian 2002). 

Similarly, collective organizations (such as Information Sharing and Assessment Centers 

[ISACs]) may help solve the underprovision problem (Kobayashi 2005).

57 This often results in inefficient outcomes since the costs imposed on others are not internalized: the 
return of the security investment to society is bigger than the private return that the individual or firm takes 
into account (Heal and Kunreuther 2003).
58 However, hitherto, we are not aware of any formal study that actually fleshes out a workable solution to 
these issues, although informal suggestions have been brought forth.
59 The imposition of liability, say against software vendors, works as a “liability tax” (see our discussions 
on tort-based liability rules, infra at Section 4.2).
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3.5. Optimal Amount and Mix of Security Measures

Investment in security diverts societal resources from other uses. Accordingly, the 

research agenda of this dissertation is to achieve a balance between the gain from 

additional investment in security equals the cost of extra security, as well as to identify 

the optimal mix between the different security measures. Thus, in Chapter 2, we explore 

using cyberinsurance with liability rules to achieve an optimal level of security in society 

(see, for example, Kesan, Majuca, and Yurcik 2005). In Chapter 3, we study the optimal 

combination between public approaches to security as well as private measures such as 

self-help and using technology like IDS and traceroute. In Chapter 4, we study the 

externalities and public goods aspects of Internet security and model the optimal 

combination of private and non-rivalrous security investment as well as police 

enforcement expenditures. Chapter 5 concludes with a summary of our discussions and 

some directions for future research.

4. LAW-BASED SOLUTIONS

4.1. Criminal Law

Criminal penalties are another useful tool for preventing computer hacking. The 

Counterfeit Access Device and Computer Fraud and Abuse Act of 1984 (18 U.S.C. § 

1030)60 protects computers at the federal level.61 In the United States, criminal law has

60 Although originally designed to curb the proliferation of computer-related crimes in the financial sector, 
the law was expanded in 1985 to cover crimes outside financial settings, and further amended in 1986, 
1994, and 1996. See generally Adequacy of Criminal Law and Procedure (Cyber): A Legal Foundations 
Study (Report 7 of 12 to the President’s Commission on Critical Infrastructure Protection) (1997) 
[hereinafter Legal Foundations Study] for legislative history of 18 U.S.C. § 1030. The National 
Information Infrastructure Protection Act, the USA Patriot Act of 2001, and Section 225 (“The Cyber 
Security Enhancement Act”) of the Homeland Security Act of 2002, H.R. 5710 further strengthened the
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generally stayed current with increasing technology.62 At the state level, Florida, 

Arizona, and Virginia were the first states to pass legislation (in 1978) addressing 

computer crimes; California, Illinois, Michigan, New Mexico, North Carolina, Rhode 

Island, and Utah passed legislation in 1979 (Legal Foundations Study 1997, p. 5). By 

1999, all states had computer crime laws.63

Aside from using criminal law to prosecute hackers, legislators could also consider 

using criminal law against corporate entities that compromise confidential data. Some 

experts even suggest treating confidential data as property that deserves property rights 

protection 64 Additionally, these same experts suggest instituting criminal as well as civil 

penalties on people who violate data privacy (see Brenner 2004).65

4.2. Regulations

Legislation must necessarily influence the behavior of businesses that hold personal 

information. This is because large amounts of personal information are stored in readily 

accessible company databases and network servers (Peek 2004). Because company 

databases and network servers are readily accessible and easily shared, personal data is 

susceptible to leaks, intrusions, and identity theft (Solove 2004). In an attempt to correct

law. The text of the law, as amended, is available at http.V/www.usdoj.gov/criminal/cybercrime/1030_ 
new.html. For a sample of cases prosecuted under the Act, see 
http://www.usdoj.gov/criminal/cybercrime/cccases.html.
61 Before the 1980s, there was no federal law specifically designed to cover computer crimes, thus 
prosecution of computer crimes has to rely on other statutes such as mail fraud (18 U.S.C. § 1341) and wire 
fraud (18 U.S.C. § 1343) (Legal Foundations Study, p. 6).
62 Federal and state legislation now cover a wide array of computer crimes, including intrusions and 
proliferation of malewares (Legal Foundations Study, p. 2.)

For a compilation of U.S. state computer crime law,and regulations, see Baker & McKenzie.
64 Personal information has value both to firms who seek these data for their profit-making objectives and 
to individuals whose personal information can be mis-used (Brenner 2004).
65 One possibility toward this end is the use of “public welfare”-offense type of legislation to protect the 
data confidentiality, similar to the ones used to hold corporate officers strictly and vicariously criminally 
liable for failure to protect the integrity of food they sold (see Brenner 2004).
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this inadequacy, in 1999, President Clinton signed the Gramm-Leach-Bliley (GLB) Act.66

Section 50167 of the Act requires certain government agencies to adopt appropriate

standards for the financial institutions subject to their control. The GLB Act’s security 

68regulations, passed in 2001, require financial institutions to: assess risks; manage and 

control risks; oversee service provider arrangements; monitor and adjust their information 

security programs to reflect the changing nature of threats, the available technology, and 

the financial institutions’ changing business requirements; and involve the board of 

directors in the approval and oversight of the development and implementation of the 

information security program (GLB Security Regulations, 12 C.F.R. Part 30, Appendix 

B, Part HI).

The HIPAA Security Regulations, issued in 2003, required health plans, health care 

clearinghouses, and health care providers to basically adopt the same safeguards as those 

required of financial institutions.69 Thus, there are currently, specific security regulations 

governing the financial and health care sectors (Smedinghoff 2004).70 National Strategy

66 Pub. L. 106-102.
67 Protection of Nonpublic Personal Information.
68 Interagency Guidelines Establishing Standards for Safeguarding Customer Information and Rescission of 
Year 2000 Standards for Safety and Soundness, 12 C.F.R. Part 30 (Office of Comptroller of the Currency), 
12 C.F.R. Parts 208, 211, 225 & 263 (Federal Reserve System), 12 C.F.R Parts 308 & 364 (Federal Deposit 
Insurance Corporation), and 12 C.F.R Parts 568 & 570 (Office of Thrift Supervision), available at 
http://federalreserve.gov/boarddocs/press/ boardacts/2001/20010117/attachment.pdf [hereinafter GLB 
Security Regulations].
69 Specifically it requires covered entities to: “(1) Ensure the confidentiality, integrity, and availability of all 
electronic protected health information the covered entity creates, receives, maintains, or transmits. (2) 
Protect against any reasonably anticipated threats or hazards to the security or integrity of such information. 
(3) Protect against any reasonably anticipated uses or disclosures of such information that are not permitted 
or required . . .  (4) Ensure compliance . . .  by its workforce.” 45 C.F.R. Parts 160, 162, and 164, available 
at http://www.cms.gov/regulations/hipaa/cms0003-5/0049f-econ-off-2-12-03.pdf [hereinafter HIPAA 
F i n a l  R e g u l a t i o n s ] ,  §164.306.
70 Some businesses not covered by the regulations have nonetheless been covered by consent decrees 
(Smedinghoff 2004 citing FTC v. Microsoft, Consent Decree (FTC, August 7, 2002), available at 
http://www.ftc.gov/os/2002/08/miscrosoftagree.pdf; In the Matter of Ziff Davis Media, Inc., Assurance of 
Discontinuance, available at http://www.oag.state.ny.us/press/2002/aug/ aug28a_02_attach.pdf; In the 
Matter of Eli Lilly & Co., Decision and Order (FTC, May 8, 2002), available at 
http://www.ftc.gov/os/2002/05/elilillydo.htm).
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to Secure Cyberspace71 suggests that the other, unregulated, sectors may have a general 

duty to protect the information under their control.72

Liability rules may be useful for fixing problems caused by poor security (Schneier 

2002; Varian 2000). Accordingly, some people suggest making software vendors who 

release insecure codes accountable for damages arising from vulnerabilities in their 

software (Schneier 2002).73 Alternately, because ISPs74 are best able to control their 

users’ activities, some critics believe that the doctrine of vicarious liability75 dictates that 

ISPs should be accountable for their users’ malicious activity (see Lichtman and Posner

2004).76

Economic theory suggests that in setting up liability regulations, society should strike 

a balance between the gains and the costs associated with specific liability rules.77

71 Available at www.whitehouse.gov/pcipb [hereinafter National Strategy],
72 Smedinghoff 2004, citing National Strategy: “All users of cyberspace have some responsibility, not just 
for their own security, but also for the overall security and health of cyberspace”. Also, several 
commentators believe that there exists a common law duty to protect information under one’s custody 
(Smedinghoff 2004, citing Radin 2001; Kiefer and Sabett 2002; Raul, Volpe, and Meyer 2001; Kenneally
2000), If such a duty exists, its scope is not cut and dried, since laws and regulations on the matter focus 
more on process, rather than product, and emphasize more what has to be done rather than how it ought to 
be implemented (Smedinghoff 2004).
73 See also Chandler (2005): In the case of a DDOS attack the victim could be a good plaintiff, since he or 
she is not subject to claims of contributory negligence, unlike a consumer who fails to patch his or her 
system.
7 Others have also introduced the idea of holding the network administrators liable (see Varian 2000).
75 Under the principle of indirect liability, a party capable of stopping the act or reducing the damage, can 
be made liable for acts done by another, if it will be inutile to apply the accountability to the person directly 
liable (Lichtman and Posner 2004).
76 Under current U.S. laws, § 230 of the Communication Decency Act (CDA) (47 U.S.C. § 230) shields 
ISPs from libel claims resulting from defamatory materials posted by subscribers. Also, the Digital 
Millennium Copyright Act (DMCA) (17 U.S.C. §512(c)) (2003) frees ISPs from liability associated with 
hosting any form of material which infringes some copyright. Thus, in Zeran v. America Online (AOL), 
Inc., 129 F.3d 327 (4th Cir. 1997), the court held that AOL is not liable for defamatory messages posted by 
an unidentified third party. But see Stratton Oakmont, Inc. v. Prodigy Serv. Co., N.Y. Sup. Ct. May 24, 
1995).
77 Another rule in the economics of liability is to assign liability to the party most capable of dealing with 
the risk (Varian 2000). In general, if  the potential victim (but not the injurer) can take precautions, then a 
“no liability” regime is optimal. If, on the other hand, the injurer (but not the victim) can take precautions, 
strict liability with perfect compensation results in efficient precautions, by causing the injurer to 
internalize the marginal costs and benefits of precautions. However, when both the injurer and the victim
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Although liability regulations can be used to deter harm and internalize the damages 

caused by injurers, liability rules also impose “taxes” on suppliers, thereby discouraging 

the suppliers from innovation (Shapiro 1991).78 Accordingly, liability should be broad 

enough to create incentives for precaution, but not so broad as to create disincentives for 

innovation (Shapiro 1991).79 The international community has a shared responsibility to 

secure the Internet against cybercrimes/cybertorts (Crane 2001),80 because a secure 

Internet has global benefits.81 Unfortunately, along with the Internet’s benefits have 

come disputes over which countries have jurisdiction to resolve Internet-based conflicts 

(Gold 2002, pp. 9-10). Such conflicts have the potential to bring various legal systems 

and traditions into play (Legal Foundations Study 1997, p. 9).82 In the recent years, 

several multinational organizations have cooperated to increase the harmonization of the 

substantive and procedural aspects of cybercrime law (see, for example, Organisation for 

Economic Co-operation and Development 1992a; Organisation for Economic Co­

operation and Development 1992b). Nevertheless, more effort is needed in both inter­

can take precautions, a negligence rule in which the legal standard is equal to the efficient level of care 
results in efficient precautions (Cooter and Ulen 2004).
78 Due to high liability costs, some products or services have simply vanished (Viscusi 1991).
79 Note also that in the case of software, the stakes are particular high— the software market was valued at 
around $180 billion in 2000 and the industry employs almost 700,000 software engineers and 600,000 
programmers (NIST Report 2002).
0 The hacker could conduct the attack in a place other than his/her home country, and can be hard to track 

down considering that digital assets can be moved, copied, and the information can be stored in several 
locations. Moreover, the damages from a virus created in the country can reach many countries, and 
hackers and their attack tools can be situated in many countries.
81 To some extent, cybersecurity may be viewed as “global public good”. International cooperation among 
nations needs to take into account the costs and benefits to the states of the collective effort, since if 
countries free-ride, this would result in the underprovision of Internet security (Trachtman 2004).
82 For instance, in the area of tort law, if the tortuous information is available to Internet users worldwide, 
individuals may bring suits in foreign jurisdictions (Gold 2002, p. 3). Also, different jurisdictions can have 
different standards, for example, the EU Data Protection Directive has restrictions on what non-EU 
countries can do with information gathered from e-transactions. So too, in the area of criminal law, mutual 
legal assistance treaties (MLATs) normally require that the act must also be a criminal offense in the 
locality where the perpetrator is located. Hence, countries have an interest in seeing that other countries 
also have adequate computer crime laws (Legal Foundations Study 1997).

21

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

jurisdictional investigations and the international apprehension and prosecution of cyber­

criminals (Legal Foundations Study 1997).83

4.3. Other Law Based Solutions

Another solution for protecting the integrity of personal data on the Internet consists of 

developing a market for controlling personal information rights, and thus allowing for 

contracting out the control of personal information. Accordingly, contract law provides 

the rules for managing the control of personal information (Nimmer 2005). However, 

because personal information is in many cases acquired and shared by disinterested third 

parties, privity of contract may be unnecessary to establish liability (Peek 2005). Instead, 

a quasi-contract (Peek 2005) or fiduciary trust (Edwards 2005) may be more appropriate 

in such situations.

5. SUMMARY AND CONCLUDING COMMENTS

Cybercrimes and cyber-attacks can have a tremendously negative impact on an 

information-based economy. Clearly, technology alone cannot prevent cybercrime. 

Similarly, most cybercrimes are not preventable using only cooperation among 

intergovernmental law enforcement agencies.

We suggest that a holistic approach, incorporating economic incentives with a 

combination of technology and legal initiatives, would best prevent cybercrime. 

Intrusions into IT systems causing damage to companies’ digital resources are 

preventable with good technology management. Similarly, assuming that everything else

83 Among the important items on which countries can work together include improvement the ability to 
rapidly track down cyber-criminals, as well as procedures relating to extradition, prosecution, and dual 
criminality requirements (Legal Foundations Study 1997, p. 10).
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remains constant, there will be fewer cyber-intrusions if there are fewer vulnerabilities to 

exploit. Attacks, therefore, are preventable if computer programmers and network 

administrators address defects in software and vulnerabilities in the Internet. 

Additionally, incentives for data custodians can go a long way towards protecting 

personal information.

In summary, we conclude that in order to effectively address the growing problem of 

cybercrime, we must focus on the technological, economic, and the legal fronts 

simultaneously.
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CHAPTER 2:

CYBERINSURANCE AS A MARKET-BASED SOLUTION 
TO THE PROBLEM OF CYBERSECURITY

1. INTRODUCTION

In the previous chapter, we reviewed several proposed solutions to Internet security and 

privacy problems from the technological, economic, and legal perspectives. In this 

chapter, we look in depth into a particular market-based solution for improving Internet 

security. Specifically, we examine using cyberinsurance as part of the overall solution to 

Internet security.

As organizations become more dependent on their networked computer assets, the 

more vulnerable they become to harm from increasing frequent and damaging attacks 

enabled by connectivity. Protection from harm on any networked computer system will 

never be 100%. In the past decade, protection techniques from a variety of computer 

science fields such as cryptography and software engineering have continually made 

improvements and yet Internet attacks continue to increase (CERT/CC 2005). While 

some/most Internet security vendors are selling solutions in the form of hardware and 

software, Internet security protection is a continual process involving people that cannot 

be solved entirely with products (Schneier 2000). Most relevantly, while most 

organizations have focused on preventing cyberattacks solely by technical means, this is 

only part of an overall solution. An overall solution must include accepting and 

managing the risk from cyberattacks since their occurrence is a reality.
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In Section 2, we propose three economic arguments for cyberinsurance, that is, that 

cyberinsurance: (a) results in higher level of IT security investment; (b) facilitates 

standards for best practices; and (c) results in increased social welfare. In Section 3, we 

suggest that traditional insurance policies do not adequately address the new perils of the 

information economy, and discuss the evolution of cyberinsurance practice, from 

traditional insurance policies that were inadequate to early hacker insurance policies that 

developed into more comprehensive cyberinsurance policies. Specifically, we look at the 

development of cyberinsurance over time since when it was first introduced in the late 

1990s through 2005. In Section 4, we discusss how cyberinsurers dealt with issues such 

as adverse selection, moral hazard, interdependent risks, and other obstacles to the 

development of the cyberinsurance industry, including discussion of the mechanisms 

cyberinsurers are adopting to solve these problems. Finally, in Section 5, we conclude 

our discussions.

2. ECONOMIC ARGUMENTS FOR CYBERINSURANCE

In this section, we present three primary economic arguments for cyberinsurance. First, 

cyberinsurance increases IT safety. Second, cyberinsurance best facilitates standards for 

setting practices at socially optimal levels. Lastly, cyberinsurance solves a market failure 

and thereby increases societal welfare.

Suppose that the firm has an income in good state ( / / )  and there is a probability p that 

it will lose Le=Ije-Ioe (where lo is the income in bad state) in the event of a cyber-attack. 

E-commerce losses may be: (1) direct losses from the attack or intrusion; (2) business 

interruption (loss of productive time) and reputation losses; or (3) third party liability 

(suits for damages associated with privacy, defamation, etc.). All of these potential
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losses are risks for which the firm would like coverage. The insurer will pay the firm s in 

the event that a cyber-loss occurs and the price of insurance is y per dollar of cover.

Thus, in the good state (occurring with probability 1-p), the firm has utility, U(he-ys), 

associated with its income in the good state minus the expenditure on insurance. In the 

bad state (which occurs with probability p), the firm has utility associated with its income 

in the good state minus the loss and the expenditure for insurance plus the amount the 

insurer will pay the insured in the event of a loss: U(Ije-Le-ys+s). The firm chooses the 

insurance coverage, s, such that its expected utility from both the good and bad states is 

maximized. That is, the firm chooses s to:

Max EU = p U ( I ex - L e - p  + s) + ( l - p ) U{ I {  -ye).  (2-1)

As illustrated in Figure 2-1, by purchasing insurance coverage of amount s, a firm moves 

from E to F. A firm spends ys on insurance premiums so that in the event a loss occurs, 

the insurer will pay out 5. The firm gains from purchasing cyberinsurance because the 

firm moves from point E to point F, thereby moving to a higher indifference curve. The 

first-order (optimality) condition equates the slope of the indifference curves and the 

“budget lines”:

p U V l - L e +[ \ - 7} s )  _  y  
1 - p  u ' m - p )  1 - y

y = p =>U'(I* -  Le + [1 -  f]s) = U ' m  - p ) = >  Le = s , that is, the firm will fully insure if

the insurance company charges an actuarially fair premium. Hence, the firm moves from

point E (no insurance) to either point F (full insurance) if y = p  (premiums are actuarially

fair), or point P (partial insurance) if y >p  (insurance prices are higher).
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2.1. Cyberinsurance Increases IT Safety

Firms use different methods to protect themselves against damages. These methods 

include outsourced insurance (cyberinsurance), self-insurance, and self-

(Zncome in good state)
I i

i  i
indifference
curves

certainty line

| slope | = 
insurance prices

high
price

expenditure = ys ► 
on insurance

am ount of
insurance
coverage

►s

I q
(Income in bad state)

Figure 2-1. Expenditure on cyberinsurance and amount of coverage

protection. Both self-insurance and cyberinsurance protect firms against loss or 

redistribution of income from “good state” to “bad state”, that is, they are both designed 

to reduce the size of the loss. Cyberinsurance differs from self-insurance in that a firm 

purchases cyberinsurance from a third party while self-insurance is an internal investment 

reserved for use only in the event of a loss.

In contrast to both cyberinsurance and self-insurance, self-protection attempts to 

reduce the probability of losses occurring in the first place. Self-protection, also called 

loss prevention, is analogous to a burglar alarm that reduces the probability of someone 

breaking into a house. In cybersecurity, self-protection may manifest in any of the
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following forms: authentication processes; anti-virus software; firewalls; virtual private 

networks; intrusion detection systems; vulnerability scans; and official security policies 

explicitly stating unacceptable behaviors.

Self-insurance, also called loss protection, is analogous to a sprinkler system that 

minimizes damage to a burning house. In cybersecurity, self-insurance may manifest in 

any of the following forms: IT staffs who restore data and normal functions; software 

backup strategies; disaster recovery planning; and any investment or purchase of 

equipments or services that reduce the potential loss.

Our intention is to show that: (1) cyberinsurance and self-protection are 

“complements” (cyberinsurance increases self-protection);84 (2) cyberinsurance and self- 

insurance are “substitutes” (an increase in expenditures on one would decrease the 

amount spent on the other); and (3) self-insurance decreases self-protection (the “moral 

hazard problem”).85 An implication of our analysis is that cyberinsurance does not lead 

to less self-protection, that is, that it does not create a moral hazard.

Cyberinsurance results in higher investment in security, increasing the level of safety 

for IT infrastructure. Accordingly, new insurance products may make the Internet a safer 

business environment because cyberinsurers can require businesses to minimize losses

84 Self-protection is encouraged if the price of insurance is negatively related to the amount of self­
protection. Overall, the optimal amount of self-protection is likely to be larger with cyberinsurance than 
without cyberinsurance if p  is not very small (Ehrlich and Becker 1972).
85 The term “moral hazard”, also known as the hidden action or principal-agent problem in economics 
concerns actions of a party that may be unobserved by the other parties which could result in negligence by 
the former. See Meyer 2003: “[T]he companies may be lax in their security efforts. It may be more cost 
effective for companies to purchase insurance to cover the risk of security breaches than to continuously 
improve their computer systems to keep up with the increasing sophistication of [hackers].” However, this 
may be prevented by cyberinsurers tying the firm’s premium to their level of self-protection.
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using economic incentives (Beh 2002).86 Cyberinsurers are able to base a firm’s 

insurance premium on the insured firm’s investment in security processes, thereby 

creating market-based incentives for e-businesses to increase information security.87

In contrast to the moral hazard argument that insurance will result in a reduction of 

self-protection, investment in IT security occurs at a higher rate in firms that have

cyberinsurance than in those firms that don’t have cyberinsurance (see Ehrlich and

88Becker 1972). Because cyberinsurance and loss prevention activities are 

complements,89 insurers can insist that software companies deliver safe products and 

exert pressure on software engineering firms to improve in order to decrease exposure to 

various claims. In addition, insurance companies have an incentive to monitor hackers in 

order to minimize the amount of damage the companies would have to pay out to its 

insured firms. In summary, private enforcement by insurance companies would 

supplement enforcement efforts of both firms and law enforcement.

As shown in Figure 2-2, a firm has a choice between self-insurance (associated with 

the bowed-out transformation curve) and cyberinsurance (associated with the straight 

lines representing the insurance prices). The transformation curve is bowed-out because 

the “law of diminishing marginal returns” applies to investment in self-insurance

86 So too, insurers can pool knowledge about risks, identify system-wide vulnerabilities, demand that the 
insured undergo prequalification audits, and adopt pro-active loss prevention strategies (Beh 2002).
87 See Kehne (1986): Insurance caused increased safety in fire prevention, aviation, boiler and elevators.
88 Ehrlich and Becker (1972) have shown that the amount of self-protection can be higher with market 
insurance than without it, if the premiums are tied to the amount of self-protection. Since the amount of 
self-protection is negatively related to the probability of the loss, then the presence of market insurance can 
actually lower the probability of the loss, contrary to the moral hazard argument.
89 The presence of cyberinsurance increases the amount spent on self-protection as an economically rational 
response to the reduction of insurance premium, and thus results in higher levels of IT security in society.
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products; each additional dollar of good-state income invested on self-insurance is less 

productive than the previous dollar invested.

(Income in good s ta te)
I.

certainty linei n s u r a n c e
prices

i n d i f f e r e n c e  c u r v e s

ac tu ar ia l ly  
fair p r ic e

(Income in bad s ta te )

Figure 2-2. Self-insurance and cyberinsurance as substitutes90

Starting at point E, a firm facing an actuarially fair price would move from E toward 

Si (via self-insurance) or from Si to point F (via cyberinsurance). If, however, insurance 

prices increase, as represented by a steeper price line, the firm would instead have self- 

insurance up to point S2 and cyberinsurance up to point F. Thus, as a result of the 

increase in the insurance prices, the amount of self-insurance increases by the horizontal 

distance between Si and S2 (represented by A), and the amount of cyberinsurance would 

decrease by the horizontal distance between points F and G (represented by B) (Ehrlich 

and Becker 1972). This demonstrates that self-insurance and cyberinsurance are 

substitutes.

90 The figure is adapted from Ehrlich and Becker (1972).
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Self-insurance, unlike cyberinsurance, is likely to result in a moral hazard in that self- 

insurance and self-protection act as substitutes.91 Generally, if the price of insurance is 

independent of self protection expenditures, the reduction in the probability of the hazard 

would be exactly offset by the increase in the loading factor. The loading factor, in turn, 

reduces the demand for self-insurance. Because the price of self-insurance is 

independent of the probability of loss, there would likely be either a large demand for 

self-insurance and a small demand for self-protection, or the converse (Ehrlich and 

Becker 1972).

Cyberinsurers can actually promote self-protection by basing cyberinsurance 

premiums on the insured’s level of self-protection. Figure 2-3 graphically represents 

these relationships. We conclude that cyberinsurance is better than self-insurance in 

increasing Internet security.

Cyberinsurance

"Complements" if premiums 
tied to self-protection level, 
(Cyberinsurance increases 
self-protection, i.e. 
no moral hazard)

"Substitutes": 
(High demand 
for one lowers 
the other's)

Self-insurance
"Substitutes"
(Availability of one would

Self-protection

discourage the other, 
Self-insurance likely to 
create a "moral hazard")

Figure 2-3. Cyberinsurance, self-insurance and self-protection

91 With market insurance available, since self-insurance and market insurance are substitutes, the loss 
reduction due to self-insurance would decrease. However, since the insured is now covered by the market 
insurance, from the point of view of the insured, it doesn’t really matter since the loss is reduced 
correspondingly by the amount of insurance coverage, s, compensated it by the insurer.
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Cyberinsurance does not merely benefit firms. Rather, consumers realize increased 

privacy and safety. Additionally, customers of firms who purchase third-party liability 

cyberinsurance receive coverage against fraudulent transactions in cyberspace.92 By 

using cyberinsurance, firms benefit consumers in several distinct ways.

First, insurers that offer third-party cyberinsurance will pressure firms to fix security 

problems93 such as data leaks.94 Insurers can make software providers provide secure 

products by incentivizing the insured firms either via premium discounts or coverage 

limitations to choose more secure software. For one, insurers can choose to give their 

seal of approval to specific software. Thus, Wurzler Underwriting Managers has offered 

clients 5 percent to 30 percent premium break if they use Linux or Unix servers rather 

than Windows NT because these systems are less susceptible to attack. Security software 

vendor Tripwire, Inc. has offered 10 percent premium discount on Lloyd’s of London’s 

e-Comprehensive cyberinsurance policy to customers who use their product (Savage 

2000; Gralla 2001; Lee 2001).95 Also, cyberinsurers exclude from their policy coverages

92 This is analogous to the third-party coverage for motor-vehicle accidents, where the third-party liability 
coverage of the injurer contributes directly to the security of the potential victim.
93 Right now, there exist specific security regulations requiring firms in the financial (see Interagency 
Guidelines Establishing Standards for Safeguarding Customer Information and Rescission of Year 2000 
Standards for Safety and Soundness) and health care (45 C.F.R. Parts 160, 162, and 164)) sectors, to ensure 
the security and confidentiality of customer data. For other industries not covered by these regulations or 
consent decrees, the National Strategy to Secure Cyberspace (White House 2003) as well as several 
commentators suggest that there is a general duty to protect the information under their control 
(Smedinghoff [2005], citing Radin [2001]; Kiefer and Sabett [2002]; Raul, Volpe, and Meyer [2001]; and 
Kenneally [2000]).
94 Note that consumers' prices will increase since part of the insurance costs will be passed on to them by 
the insured companies. Exactly how much will be passed on to the consumers and how much will be borne 
by the firm depend on the elasticities of the supply and the demand curve. Security, in this case, is 
“internalized”, that is, it is incorporated as part of the product’s or service’s price.
95 AIG have also given its seal of approval to the security sensors developed by a partnership of a dozen IT 
vendors and the FBI’s InfraGard by offering rate reduction to insureds that deploy such technology 
(Vernon 2003; Vijayan 2005). Safeonline also agreed to provide premium discounts of 10 to 20 percent to 
customers of Recourse Technologies (Walsh 2001). Recourse offers Manhunt (which provides advanced
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losses arising from the inability to use or lack of performance of software programs. For 

example, AIG’s NetAdvantage Security provides that “[t]he insurer shall not be liable 

for: ... any loss or claim arising out of the inability to use, or lack of performance of, 

software programmes: ... that have not been released from their development stage; or ... 

that have not passed all test runs or proved successful in applicable daily operations; or 

... due to installation or failure to install software; or ... due to configuration 

problems”.96 In sum, insurers can pressure software providers to provide more secure

q 7
products, by choosing risks. By incentivizing the insured firms to choose certain 

software, either via premium discounts or via coverage limitations excluding software 

products susceptible to programming malfunctions or have not passed test runs, insurers 

potentially hold tremendous power in determining which products survive in the 

marketplace.98

intrusion detection techniques) and ManTrap (which provides deception host in a decoy environment). 
According to some industry sources, “Safeonline is able to offer Recourse customers preferred rates 
because of the effectiveness of Recourse products.” (Business Wire 2001). Other than these examples, it is 
also conceivable that insurers can pressure software providers to provide secure products by providing 
premium discounts or via coverage limitation, by preferring insureds who employ software with some 
safety features (for example, OS with firewalls, AV, etc.), or software which pass the Common Criteria 
certification (see infra note 122 for a discussion of the Common Criteria), since we know that cyberinsurers 
such as AIG have used international information security standards such as ISO 17799 in assessing the 
security of the insured (see Walsh 2002).
96 Likewise, e-Comprehensive excludes any “malfunction or error in programming errors or omissions in 
processing” (in computer programs). So too, since lack of performance of software programs is not part of 
“qualifying clause” in Webnet’s policy, it is impliedly excluded. By providing such coverage limitations, 
insurers make the insured choose only software that are less likely to suffer the abovementioned 
malfunctions.
97 See James (1948, pp. 561-62) for various examples of this in other insurance domains such as elevators, 
boilers, machinery, and air safety.
98 We have also considered the possibility that third-party can warrant results. Right now, software 
providers generally do not grant warranty of merchantability for their products. Given that Section 406 
of the Uniform Computer Information Transactions Act (“UCITA”) (available at
http://www.law.upenn.edu/bll/ulc/ucita/2002final.htm) approved in 2002, allows for the disclaimer of the 
warranty (thereby validating the common practice of providing the software on an “as is” basis without 
warranties), virtually everyone purchasing a software is greeted with shrink-wrap agreements containing 
among others a disclaimer of the warranty of merchantability. (A google search of “software warranty of 
merchantability” meets the researcher with results mostly of products terms specifying the disclaimer, 
including those of Cisco, Verisign Managed PKI, software distributed with Dell products, Apple Mac OS 
X, Google Desktop, etc.) Software developers almost routinely include the disclaimer because they are
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Second, even in the absence of legislation expressly holding firms liable for data 

leaks," competition pressures will cause firms to develop more secure websites to protect 

their reputations vis-a-vis other firms.100

Third, cyberprotections positively affect third party websites by not allowing 

compromised systems to serve as a platform for attacking other systems. In addition to 

reducing the risks of intrusion into other firms’ IT infrastructure, customers’ personal 

information residing in those other firms’ databases is safer.101

In short, not just the insured firm, but also other networks and customers derive safety 

benefits from cyberinsurance.

uncertain of what they are promising with that and how large the concomitant liability could be 
(Gomulkiewicz 1997). (In fact, some researchers think that applying the warranty of merchantability to 
software is like fitting a square peg into a round hole [see, for example, Durney 1984], Software has 
peculiar characteristics that cause such to be so, including (a) the fact that the warranty do not apply to 
unique or custom-made products or new inventions in experimental stage (Prosser, at p. 166), of which 
software is; (b) the nature of software as “diverse collections of ideas that cannot be compared to one 
another”; and (c) the difficulty of having courts determine what is standard within the trade 
(Gomulkiewicz 1997). With the difficulty of finding minimum quality standards for software comes the 
difficulty of applying the Uniform Commercial Code (UCC)’s rule that it must be of a quality comparable 
to that of similar products (Gomulkiewicz 1997). Moreover, whether a software is a sale of goods (the 
coverage of the UCC’s warranty of merchantability) or a sale of service, or both, is not so straightfofward 
(Carver 1988).)

However, there have been instances when insurers have partnered with third party security 
technology providers. For example, Safeonline may subcontract technology risk assessment to 
companies like IBM and others; Marsh uses Internet Security Systems (ISS) as its partners; AIG’s 
technology partners include IBM, RSA Security, and Global Integrity Corp. And some sort of warranty 
of the security product’s effectiveness have been provided by insurers in some of these partnerships.
Thus, AIG have provided warranty backing to Citadel’s vulnerability remediation product (Vijayan 
2005). Other well-known examples of such technology company -  insurance firm partnership are 
Counterpane/Lloyd’s of London (Harrison 2000), IBM/Sedgwick (Duvall 1998; Greenemeier 1998); and 
Cigna Corp/Cisco Systems/NetSolve (Moukheiber 1998; Clark 1998; Davis 1998).
99 In reality, absent any express legal provision exempting the firm from liability, cyberinsurers have 
incentives to be cautious and require firms to adopt safety measures since there are privacy common law 
tort principles that injured customers may potentially resort to. It is to the interest of the insurer to have 
clearly-defined liability obligations and resolve any ambiguity in favor of precaution.
100 An analogous idea is when local governments compete for consumers who “vote with their feet” in the 
choice of local community to live in (see Tiebout 1956).
101 See Kesan and Majuca (2005): Compromised computers can be used to launch attacks against other 
systems, as in the case of distributed DoS attacks.
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2.2. Cyberinsurance Facilitates Standards for Liability 
to be Set at Socially-Optimal Levels

Liability laws provide efficient incentives for product safety102 by functioning as a 

Pigouvian tax that deters harm or internalizes damages caused by the injurer to the 

victim.103 Conversely, a liability tax imposed on suppliers of risky goods may discourage 

the suppliers from developing new, safer products out of a fear of exposing themselves to 

liability.104 Lawmakers, therefore, must correctly answer the question of when liability 

has become too expansive (Shapiro 1991).

As is true with other goods, there is an optimal amount of security. Figure 2-4105 

below shows the socially optimal-level of precaution. Thus, if p is the probability of a 

cyber-attack, x  the amount of precaution, L  the monetary value of the loss from a cyber- 

attack, and w the cost of precaution (per dollar of unit), the expected social cost equals 

the costs of precaution plus the expected cyber-loss:106

SC = wx+p(x)L. (2-3)

The line p(x)L is downward-sloping because increased precaution decreases expected 

losses. Extra precaution, however, also increases costs (that is why the line wx is 

upward-sloping). The socially-optimal level, x* in Figure 2-4 (where the total social 

costs are at minimum), is achieved by striking a balance between the gain from the 

additional investment in security and the cost associated with extra security:107

102 Another objective of liability laws is to compensate the victim (Shapiro 1991).
103 When one party is made liable for injury caused to another, an externality has been internalized.
104 For instance, it has been estimated that liability costs represent 17 percent of the Philadelphia mass 
transit fares and from 15-25 percent of a ladder’s cost. With this, some products or services (such as some 
park rides and swimming pool diving boards at motels) have just vanished (Viscusi 1991).
105 This graph and subsequent discussions are drawn from Cooter and Ulen (2004). See also Shavell 
(1987).
106 The expected cyber-loss includes all types of cyber-losses to society including spill-over (external) 
losses, loss of faith in e-commerce, loss of privacy for individuals, etc.
107 One cost of IT security is its trade-off with convenience. The rule in IT is that security is inversely 
proportional to convenience (Brush 2001).
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w = - p ’(x*)L
(marginal social cost) (marginal social benefit)

(2-4)

E(SC)=p(x)L+w x  total social co s ts

precaution  co s tsIVX

p(x)L  expected  lo sses

Precaution

Figure 2-4. Socially-optimal precaution level

The government can encourage firms to implement a socially-optimal level of 

precaution using three distinct liability regimes: (1) no liability;108 (2) strict liability; and 

(3) negligence ru le .109 In general, if the potential victim, but not the injurer, can take 

precaution, the no liability regime is optimal (Cooter and Ulen 2004).110 If, on the other 

hand, the injurer, but not the victim, can take precaution, strict liability with perfect 

compensation results in efficient precaution where the injurer internalizes the marginal

i°8  g 2 3 0  of the Communication Decency Act (CDA) (47 U.S.C. § 230) protects Internet Service Providers 
(ISPs) from libel claims resulting from defamatory materials posted by subscribers and the Digital 
Millenium Copyright Act (DMCA) (17 U.S.C. §512(c) (2003)) shields ISPs from liability associated with 
hosting any form of material which infringes some copyright. Thus, in Zeran v. America Online (AOL), 
Inc., 129 F.3d 327 (4th Cir. 1997), the court held that AOL is not liable for defamatory messages posted by 
an unidentified third party. But see Stratton Oakmont, Inc. v. Prodigy Serv. Co., N.Y. Sup. Ct, May 24, 
1995).
109 In some sense, both no liability and strict liability are just special cases of the negligence rule: in the 
latter the due care is set so high that no injurers can meet it, while in the former the due care is set so low 
that all injurers meet it (see Shapiro 1991).
110 The victim chooses the level of precaution that minimizes his/her total costs which occurs when his/her 
marginal costs is equal to his/her marginal benefit. “[T]he rule of no liability causes the victim to 
internalize the marginal costs and benefits o f precaution, which gives the victim incentives for efficient 
precaution.” If only the victim can take precaution, a strict liability rule with perfect compensation results 
in zero precaution (Cooter and Ulen 2004).
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gains and costs of precaution.111 However, when both the injurer and the victim can take 

precaution, neither the no liability nor the strict liability standard can cure the problem of 

inefficient incentives. In this case, a negligence rule where the legal standard is equal to 

the efficient level of care results in efficient precaution (Cooter and Ulen 2004).

In the case of a simple negligence rule (illustrated in Figure 2-5 below), the optimal 

level of precaution is x*. Society can set the rule that the injurer is at fault whenever xi 

falls below x*. This is the forbidden zone in Figure 2-5 where precaution by the potential 

injurer is deficient. Thus, whenever xi < x*, the injurer is liable. Otherwise, if xi is equal 

to or greater than x*, the injurer is not at fault, and hence, the injurer is not liable.112

$
Forbidden zone: 
deficient precaution  
Injurer liable

Permitted zone: 
Excessive precaution  
Injurer not liable

social costs o f precaution: 
S C - p ( x fx J L  +  w p .  + w ipcv

Precaution

injurer at fault he. x, < x* => injurer liable 
injurer not at fault he. x, > x* => injurer not liable

Figure 2-5. Simple negligence liability rule113

111 If the injurer (but not the victim) can take precaution, a no liability rule yields zero precaution. The 
injurer externalizes the gains from precaution. A rule of strict liability with deficient compensation results 
in the injurer externalizing part of the harm and does not provide incentives for optimal precaution (Cooter 
and Ulen 2004).

For an example of strict liability regime, see Comprehensive Environmental Response, Compensation, 
and Liability Act (CERCLA), 42 U.S.C. §§ 9601-9627, 9651-9675, 691 la  (1988 & Supp. IV 1992); 26 
U.S.C. §§ 4611-4612,4661-4662 (1988 & Supp. IV 1992) (enacting a retroactive strict liability regime 
to address concerns pertaining to the formation and disposal o f hazardous wastes) (Meyer 2003).

112 This corresponds to the permitted zone in the figure.
113 The figure is adapted from Cooter and Ulen (2004, p. 327).
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Because both the potential injurer and victim can take precautions to strengthen 

cybersecurity, a negligence rule with a legal standard equal to the efficient level of care 

results in efficient precaution.114 In theory, the liability system results in efficient 

precaution if x* is set at just the right amount. Also, because the cost of bringing a 

liability suit is high (Shapiro 1991),115 liability rules also do not work for many injuries 

where losses are smaller than the costs of bringing an action (Kehne 1986). Litigation 

costs may be especially high for cybersecurity because the question of whether a victim 

of a computer intrusion can be held liable for subsequent damage initiated from his 

system is an unsettled issue.116 Another danger is that the expansion of liability can 

coincide with increased regulatory standards, particularly when liability and regulatory 

rules are not coordinated (Viscusi 1991). There are also problems associated with a 

regulatory regime, not the least of which is the information requirement necessary to 

quantify the risks in order to set the regulatory standard at the proper level.

114 See Chandler (2005), suggesting the imposition of negligence-based liability against the manufacturer of 
a software that falls below the standard of security.
115 There is some empirical evidence -  for example in the health care industry -  suggesting substantial costs 
related to enforcement of liability rules: less than half of money paid for liability insurance actually 
reached the victims, while 80 percent of the premiums are returned to the insured in the form of benefits 
(Shapiro 1991).
116 For instance, in the case where e-commerce sites are being targeted by hacktortionists, some believe that 
the real party at fault are the firms not patching their systems. If network administrators kept tabs on 
security alerts and routinely patch their systems, the impact of these vulnerabilities would be lessened (see 
Walsh 2001). Some others believe that the real culprit is Microsoft’s software holes that needed patching 
because the hacktortionist targeted U.S. e-commerce sites using unpatched NT and IIS Web servers (Brush
2001). However, some argue that it may not be reasonable for a court to hold Microsoft liable in a tort 
claim for damages caused by Code Red II worm if the system administrator failed to patch a system after 
Microsoft made such a patch publicly available (Vogel 2002). A counter-argument to blaming the victim is 
that patches demand extensive resources and it is often physically not possible for an administrator to patch 
all machines in an organization in a responsible manner (such as testing patches to make sure they do not 
break other business applications which often happens) before exploits against the specific vulnerability are 
released (the so-called "window-of-opportunity").
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Lawmakers do not feel market pressures for precise risk categorization and therefore 

are not always exact in their appraisal of long-term latent risks (Kehne 1986). This 

causes a problem in that if regulation overshoots the estimate (that is, sets a standard 

higher than the socially-optimal level), innovation can suffer. If, on the other hand, 

lawmakers set the standard too low, injurers responsible for accidents and product defects 

will not recognize a sufficient deterrence. Furthermore, regulatory agencies may be 

susceptible to lobbying by powerful interest groups opposed to stricter standards.117

The administrative costs of updating regulations are far higher than the costs of 

adjusting premium rates (Kehne 1986). This is where market-based deterrence can offer 

definite advantages. Because insurers pool information and are experts at assigning 

proper prices to risk and developing safety standards, insurers are thus better than 

regulators at determining an optimal level of insurance.118 Also, because precise risk 

categorization requires a predictable relationship between safety practices and liability, it 

is best for insurers to use their superior information to create a level of reasonable care 

that causes firms to set loss prevention measures to efficient levels.119 One way of 

accomplishing this is by cyberinsurers requiring insured firms to set their loss prevention

1 9 0activities equal to the level that will bring about the socially optimal level of care. In 

sum, because of the high transaction costs associated with the liability system, as well as

117 See Kehne (1986), citing Noll (1971); Quirk (1981): “Well organized opponents of controls may 
‘capture’ the agencies that regulate them and exert direct pressure on the content of regulations. [They] 
may also ... influence] the information that the agency chooses to collect and the problems it chooses to 
investigate”.
118 Kehne (1986): “To operate profitably, insurers must maintain strong incentives for underwriters to 
assess risks accurately.”
119 Thus, market-based pricing of risk and precaution can at least augment regulatory standards and can 
internalize the costs and benefits associated with IT security better than a case-by-case application of the 
“Learned Hand” formula. See U.S. v. Carroll Towing Co., 159 F.2d 169 (2d Cir. 1947). Judge Learned 
Hand’s rule can be reformulated as: the injurer is negligent if the marginal cost of his/her precaution is less 
than the resulting marginal benefit (Cooter and Ulen 2004, pp. 333-35).
120 Thus, for instance, insurers have lobbied considerably for mandatory air bags in automobiles and 
pressured the government to force industries to change (Beh 2002, citing Kneuper and Yandle 1994).
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the problems associated with a regulatory regime,121 market-based incentives such as 

cyberinsurance are a better alternative than either a liability regime or regulatory system 

at deterring harm and setting IT security at the socially-efficient level.122

121 Insufficient expertise in characterizing risk, political lobbying, and high administrative costs.
122 Right now, a benchmarking program exists for rating the security of different IT products such as 
operating systems, switches and routers, anti-virus, firewalls, intrusion detection systems, etc. The 
Common Criteria (see http://niap.bahialab.com/cc-scheme/) provides a standardized evaluation assurance 
for IT security functionality and serves as a scheme for software security evaluation, certification and 
accreditation (Common Criteria Introduction, p. 3). The idea, which could perhaps be likened to the Food 
and Drug Administration (FDA)’s certification which gives a stamp of approval of a drug’s efficacy and 
safety (see, for example, Peltzman 1973, at p. 1051.), is to give IT owners a confidence that security 
countermeasures are both “sufficient for their intended purpose” (CC Part 3, f  93) and have no exploitable 
vulnerabilities (see Common Criteria Part 1, Figure 2, at p. 27). It provides a numerical rating of the 
assessment in the form of “Evaluation Assurance Levels” (EALs) with the assurance ratings ranging from a 
low of 1 to a high of 7. (The EALs are: EAL 1 (functionally tested), EAL2 (structurally tested), EAL3 
(methodically tested and checked, EAL4 (methodically designed, tested and reviewed), EAL5 
(semiformally designed and tested), EAL6 (semiformally verified design and tested), and EAL7 (formally 
verified design and tested) (Common Criteria Introduction, p. 11). Higher EALs indicate more assurance 
than lower EALs (Common Criteria v3 Part 3, f  225). Thus, EAL1 is the entry level EAL (Common 
Criteria Introduction, p. 12) and it “provides a meaningful increase in assurance over unevaluated IT” 
(Common Criteria v3 Part 3 ,1236). “Up to EAL4 increasing rigour and detail are introduced, but without 
introducing significantly specialized security engineering techniques. EAL1-4 can generally be retrofitted 
to pre-existing products and systems. Above EAL4 increasing application of specialized engineering 
techniques is required.” (Common Criteria Introduction, p. 12). To date, there is no IT product that was 
validated for EAL6, and only one product, the Interactive Link Data Diode Device Ver. 2.1 by Tenix 
Datagate Inc., a company that caters to government, defense and commercial organizations.)

However, caveat must be exercised in interpreting the Common Criteria certification. First, “testing 
can never prove the absence of fatal flaws in software [and] ... can at best [only] establish that the program 
is not likely to fail under certain uses” (Gemignani 1981). Thus, the fact that a software product has passed 
the evaluation is not a guarantee against future vulnerabilities; the tests are generally only for things that are 
known. (The Common Criteria instead prescribes that:

“measures should be adopted that reduce the likelihood of vulnerabilities, the ability to exercise 
(i.e., intentionally exploit or unintentionally trigger) a vulnerability, and the extent of the damage 
that could occur from a vulnerability being exercised. Additionally, measures should be adopted 
that facilitate the subsequent identification of vulnerabilities and the elimination, mitigation, 
and/or notification that a vulnerability has been exploited or triggered.” (CC Part 3, f  94)

and that protection profiles “be reviewed periodically to determine if the requirements are still acceptable in 
the face of rapidly changing technology, increasing threat levels, and other conditions.” (CC Part 3, f  93))

Also, it is extremely hard to predict which of the myriad number of ways a hacker will exploit a 
software flaw not detected ex ante. Moreover, because software is a rapidly developing industry, it is hard 
for the government to codify technology and/or maintain the standards at such rapid pace of development 
(Hahn and Layne-Farrar 2006). Thus, the Common Criteria is primarily a certification process aimed at 
addressing the asymmetric information problem.

Second, the coverage of the Common Criteria certification is limited to the “protection profile” which 
states under what conditions the evaluation hold. For example, in interpreting Microsoft Window’s EAL4, 
the consumer must be aware that the applicable controlled access protection profile:
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2.3. Cyberinsurance Increases Social Welfare

The current level of uncertainty associated with traditional insurance policies results in an 

under-investment in insurance, thereby causing an insufficient amount of profit- 

smoothing by firms and an inefficient level of risk-sharing throughout society. Similarly, 

the absence of markets for bearing of new Internet risks lowers the welfare of those who 

find it advantageous to transfer those risks, as well as those who, because of pooling and 

superior expertise, are willing to assume such risks (Arrow 1963). In short, a market 

failure exists because of the absence of markets.123 By creating markets for the trading of 

Internet risks, this shortcoming is overcome and the market solution is allowed to work, 

resulting in greater societal welfare.

The amount of welfare society gains from cyberinsurance is a measurable amount. 

This value can be calculated in dollars for varying levels of risk aversion and the

“provides for a level of protection which is appropriate for an assumed non-hostile and well- 
managed user community requiring protection against threats of inadvertent or casual attempts to 
breach the system security. The profile is not intended to be applicable to circumstances in which 
protection is required against determined attempts by hostile and well funded attackers to breach 
system security. The [protection profile] does not fully address the threats posed by malicious 
system development or administrative personnel.”

which may not be enough to make the system secure except under those narrow conditions (Shapiro).

In sum, we think that although caveat must be exercised in interpreting the results, the Common 
Criteria rating scheme is a step forward in addressing the problem of information asymmetry in software 
security. This helps consumers to address somehow the problem of “security by obscurity” as well help 
address asymmetric information problems, similar to how Carfax help address the information asymmetry 
problem in the used cars sector. Other helpful developments in this area include the emergence of third 
party evaluators such as ICS A Labs (firewalls and Internet security products certification) and BITS 
Financial Services Security Lab (for banking and financial related software and hardware certification) 
(Hahn and Layne-Farrar 2006).

123 In general, a market failure exists if  any of the three conditions for the equivalence of competitive 
equilibria and social-optimality fail to hold. These conditions are: (a) existence of markets (that is, 
“marketability” of all goods and services relevant to costs and utilities); (b) existence of some set of prices 
which will clear all markets (that is, existence of competitive equilibrium); and non-increasing returns. Id. 
at 942-44. In this case, the absence of markets for the bearing of Internet risks results in a violation of 
condition (a) and results in a reduction in welfare below that fully-obtainable by society.
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probability of a cyber-attack occurring. The market value of income, which, in Figure 2- 

6 below, is the y-intercept of the “budget line” tangent to the indifference curve, can be 

used as a measure of welfare. Thus, by comparing the market value of income in the 

first-best case with full cyberinsurance to the situation when there is no cyberinsurance, 

we are able to provide, dollar estimates of society’s welfare gains from cyberinsurance.124

In the next section, we develop a general methodology for calculating welfare gains 

from cyberinsurance and perform calculations for specific examples.

2.3.1. General Methodology fo r  Measuring Welfare Gains from Cyberinsurance

Figure 2-6 illustrates that the firm starts at point E (without cyberinsurance), which is 

associated with the lower indifference curve. If there is a cyberinsurance market, the firm 

can go to point F by buying insurance at the price y per dollar of coverage. In Figure 2-6, 

the firms pay the insurer f j - I*  and if the attack occurs, the cyberinsurer pays the insured 

firms J*-/V By entering into this trade, the firm is able to attain a higher indifference 

curve by fully insuring. The measurement of the change in welfare is the line A B  (the 

difference between the y-axis intercepts of the “budget lines” tangent to those level 

curves).

Note that the level surfaces are maximized exactly at the intersection of the “budget 

lines” with the 45°-line, as a particular characteristic of expected utility optimization:

d U / d I 0 _  p  d u / d l 0( l0) 
d U / d I x (1 -  p ) d u / d l x( l x) \

124 This is similar to the international macroeconomic approach of measuring welfare gains from trade (see 
Grinols and Wong 1991; Grinols 1984; Irwin 2005; Bernhofen and Brown 2005; Feenstra 2003).
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which implies that = — - —  at Ii=In Also, if we assume constant relative risk
dU/ d l ,  (1 - p )

aversion, the utility function are homogenous, which means that the lines tangent to the 

utility curves are parallel. Thus, the following steps indicate how to measure welfare 

gains A B :

Step 1: Get data on income in good { f  o) and bad ( / ; )  states.

Step 2: Get data on p  (the probability of an attack) and y (premium per dollar of 

cover), and calculate A.  Here, we assume actuarially fair premiums.

Step 3: Assume a particular parametric form of the utility function, and then 

calculate U (the expected utility of the lower indifference curve). Assume a 

constant relative risk aversion among firms. Calculate the gains for varying levels 

of risk aversion coefficient.

Income in good state

Welfare gains 
measure \  jSlope) = 

pric e fit insurance
Certai

expenditure 
on insurance

Amount of insi ranci 
coverages

I* Income in bad statev

Figure 2-6. Measuring welfare gains 
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S tep4 : Calculate/**.

Step 5: Calculate B and subtract from A. This is our measure of welfare gains 

(the distance of line A B  ).

2.3.2. A n  Example: Calculating Welfare Gains fo r  Year 2000 DoS Attacks

Step 1: Gross Profit (20001 From Yahoo'.Finance

Yahoo $ 951,759,000
Ebay 335,971,000
Amazon 655.777.000
Total $ 1.943.507.000 <= we use this figure as E_n

From The Yankee Group: The companies’ lost revenues, lost 
market capitalization due to plunging stock prices, and the cost of 
systems security upgrades due to the DoS attack resulted in more 
than $1.2 billion (Banham 2000; Gohring 2002)125. This means 
that Ier = § 3.143 billion (to  + the $ 1.2 billion damages).

Step 2 : Because industry reports indicate that cyberinsurers charge premiums that 

range from $5,000 to $ 60,000 per $ 1 million of coverage (depending on the 

extent of the risk and the assets and protection extended [see Mader 2002]), we

calculated for p=y = 0.005, 0.01, .002, 0.03, 0.04, 0.05, and 0.06. As an example,

125 A security incident’s impact on the stock prices are usually estimated using event study analysis, a 
method used extensively in finance, accounting and management science to measure an event’s (for 
example, mergers, regulatory changes, etc.) impact on the stock price of firms (see generally, Cavusoglu et 
al. [2004] for an application of this technique to computer security events). In general, the market value of 
the firm’s equity following the attacks is subtracted from its market value immediately prior to the attack, 
and the calculated return is adjusted by substracting the market’s return. This technique relies on the 
assumption that markets are efficient, in which case the new public information (for example, on the 
security breach) is immediately incorporated into the stock price (see Fama et al. 1969). The DoS attacks 
lends itself to this type of analysis since the attacks are a landmark in the catalog of Internet attacks and the 
relevant time period for capturing the new information flow can be shrunk arbitrarily to capture to specific 
security event (unless of course if the researcher did not carefully eliminate all other factors that may affect 
the firm’s market valuation). Other studies corroborate the huge and significant impact on the DoS attacks 
to the stock market price of firms, particularly for substantially Internet-only firms like Yahoo, Ebay, and 
Amazon, whose market returns are much more affected by security breach announcements than 
conventional firms (see Ettredge and Vernon Richardson 2002; see also Garg et al. [2003] which estimates 
an even higher market capitalization loss associated with the Yahoo, Ebay, and Amazon DoS attacks).
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in the case where p = y = .06, f  i=  A -  0.06 f 0 => $ 3.1435 Billion = A  -  

0.06*$ 1.9435 Billion => A = $ 3.2407 Billion.

Step 3: As mentioned, it is common in the asset-pricing and macroeconomics 

literatures to assume a constant relative risk aversion (CRRA) utility function:

[log(7) fo r  .(<7 =  1)

This suggests that the firm’s willingness to take risks (in percentage terms) is 

constant for all income levels. In other words, the firm doesn’t become relatively 

more or less risk-averse across different levels of income.

The firm’s willingness to assume risk is determined by the curvature of the utility

aversion. Note that for a=l, the CRRA utility function is simply the log-utility 

function, which means the level curves are Cobb-Douglas utility function. Also, 

in a two-“good” case, the level surfaces of CRRA utility function are constant 

elasticity of substitution (CES) utility, where the elasticity of substitution 1/(1 -p) 

is equal to the reciprocal of the risk aversion coefficient, and the log-utility case 

(<r=i) correspond to the Cobb-Douglas level sets:

f f  /  j  \

function, a  = — ;— /, the Arrow-Pratt (Pratt 1964) coefficient of (relative) risk 
u (/)

CRRA: U = p  + ( l - p ) = K (2-7a)
1 — <7 1 —<7

CES: [dj/g + a2I f ] p = K  => axl p + a 2I f  = K (2-7b)
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Literature suggests that reasonable levels of risk aversion are such that a is 

between 1 and 3. We, therefore, calculate the welfare gains (and the premiums) 

for varying levels of risk aversion within the range such that a -  1, 1.5, 2, 2.5, 3.

As an example, for a = 2 and p = y = .06, we calculate

— 1 9435(1_2) 3 1435(1_2)U = .062^Z£2----- + ( i _ . 0 6 ) ^ £ £ ------= -0 .33 .
1 - 2  1 - 2

Step 4 : For our example {a- 2  and p  = y = 0.06), we have
** ( 1- 2 ) * * (1- 2 )

Lr = .06- + (1 — .06)—-------- = -0.33 = > / * * _1= - i 7
1 - 2  1 - 2

=> I** = - r L  = $3.03l2billion.
U

Step 5: For the same example (<7 = 2 andp = y  = .06), we have/** = 5 - 0 .0 6  • /** 

^  B= 1.06 (I*) = 1.06* $3.0312 billion = $ 3.2131 billion 

O Welfare gains = A - B = $47.040.870.76.

We performed the same calculations for a = 1, 1.5, 2, 2.5, 3 and p  = y = 0.005, 0.01, 

0.02, 0.03, 0.04, 0.05, 0.06 with the results presented in Tables 1 and 2 below. We 

calculated the welfare gains for both (a) DoS attacks against Yahoo, Ebay, and 

Amazon.com, and (b) worldwide virus and hacking attacks. As Tables 2-1 and 2-2 show, 

the welfare gains from the presence of a cyberinsurance market can be quite substantial. 

For instance, assuming constant relative risk aversion and actuarially fair prices, we 

calculated that in the case of the DoS attacks against Yahoo, Ebay, and Amazon, the 

availability of cyberinsurance would have resulted in welfare gains to the insured firms of 

as much as $78.7 million for a firm with'a high degree of risk aversion (<r=3) facing a 

high probability of an attack (p=y=0.06). Overall, we calculate that if cyberinsurance
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were available, the welfare gains associated with insuring worldwide security breaches 

and virus attacks in 2000 could have approached $13.16 billion.126

2.3.3. Calculating Cyberinsurance Premiums

We also calculated the total premium that the insured would be willing to pay for varying 

levels of risk aversion and attack probabilities. Following Cochrane (1997), the 

premiums may be calculated as follows:

am - nr* =  P • if'a)+cL-py if-a) ( 2- 8)

where II is the total amount of premium paid and I m = p  • J ‘Q + (1 -  p) ■ 7,e . Solving for n , 

we have:

n = / „ [P-r  + d - p )  • ( / ; ' ) ! ■ ' .  (2-9)

Like the welfare gains calculations, we calculated the premiums for a  = 1, 1.5, 2, 2.5, 3 

and p = y = 0.005, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06 (see Tables 2-1 and 2-2 below).

Table 2-1. Premiums and Welfare Gains: Year 2000 DoS Attacks (in $Mn)
Risk Aversion 
Parameter a = 1 1.5 2 2.5 3
Premiums
p=y= 0.005

0.01
0.02
0.03
0.04
0.05
0.06

$1.55
$3.08
$6.09
$9.03
$11.90
$14.69
$17.42

$2.54
$5.02
$9.90
$14.64
$19.25
$23.72
$28.07

$3.67
$7.29
$14.34
$21.17
$27.76
$34.14
$40.30

$5.03
$9.96
$19.54
$28.75
$37.60
$46.10
$54.26

$6.62
$13.10
$25.60
$37.54
$48.93
$59.79
$70.15

126 Our calculations of the welfare gains are broken down for various levels of risk aversion and 
probabilities of cyber-attack occurring. For our calculations of worldwide welfare gains, we used 
worldwide gross domestic product (GDP) data (see The World Bank Group 2004) as the income in bad 
state and $1.6 trillion as the worldwide loss from hacking and viruses {see supra text accompanying note 
11).
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Welfare Gains 
P=Y= 0.005 $1.59 $2.57 $3.73 $5.09 $6.69

0.01 $3.23 $5.19 $7.49 $10.18 $13.35
0.02 $6.69 $10.58 $15.12 $20.41 $26.60
0.03 $10.37 $16.17 $22.89 $30.70 $39.75
0.04 $14.28 $21.95 $30.80 $41.03 $52.81
0.05 $18.41 $27.92 $38.85 $51.41 $65.79
0.06 $22.76 $34.08 $47.04 $61.84 $78.69

Table 2-2. Worldwide Cyberinsurance Premiums and Welfare Gains (in $Bn)
Risk Aversion 
Parameter a = 1 1.5 2 2.5 3
Premiums
p=y= 0.005

0.01
0.02
0.03
0.04
0.05
0.06

$0.20
$0.40
$0.79
$1.17
$1.54
$1.90
$2.26

$0.30
$0.60
$1.19
$1.76
$2.33
$2.88
$3.41

$0.41
$0.81
$1.60
$2.37
$3.12
$3.86
$4.58

$0.51
$1.02
$2.01
$2.98
$3.94
$4.86
$5.77

$0.62
$1.23
$2.43
$3.61
$4.76
$5.88
$6.98

Welfare Gains
p=Y= 0.005

0.01
0.02
0.03
0.04
0.05
0.06

$0.24
$0.56
$1.44
$2.64
$4.16
$6.00
$8.16

$0.34
$0.77
$1.85
$3.26
$4.98
$7.02
$9.38

$0.45
$0.97
$2.27
$3.88
$5.81
$8.06
$10.62

$0.55
$1.19
$2.69
$4.51
$6.65
$9.11
$11.88

$0.66
$1.40
$3.12
$5.16
$7.51
$10.18
$13.16

3. THE DEVELOPMENT OF CYBERINSURANCE

3.1. Traditional Insurance Policies

The insurance policies firms have traditionally relied upon are: (1) business personal 

insurance (first-party policies); (2) business interruption policies; (3) commercial general 

liability (CGL) or umbrella liability insurance policies covering damages to third parties 

(including those arising from privacy violation); and (4) errors and omissions insurance
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policies available to professionals to cover losses arising from the performance of the 

insured’s professional services (Lee 2001). These insurance policies traditionally cover 

fires, floods, and other forces of nature and do not expressly cover Internet risks.

Many disputes arise between insurance companies and policy holders over the scope 

and breadth of insurance policies. As an example, because cyber-properties do not have a 

physical form, attacks on them do not result in any physical damage. Accordingly, there 

are disputes between insurers and firms as to what constitutes “tangible” property and 

“physical” damage.127 Additionally, although most CGLs (Commercial General Liability 

policy) do not have worldwide coverage, most cyber-torts are international.128 On one 

hand, CGL policies commonly designate both a specific coverage area and the location 

from where an action must arise. In contrast, the question of which court or state or 

country has jurisdiction over Internet-related events is left open (Gold 2002). In 

summary, traditional insurance policies use terminology linking physical damage and 

tangible property and do not consider damage from non-physical, intangible property 

such as lost data (Beh 2002).

127 In Retails Systems, Inc. v. CNA Insurance Companies, 469 N.W.2d 735 (Minn. App. 1991), the court 
ruled that computer taps and data are tangible property under the CGL since the data had permanent value 
and was incorporated with the corporeal nature of the tape. In American Guarantee & Liability Insurance 
Co. v. Ingram Micro, Inc., Civ. 99-185 TUC ACM, 2000 WL 726789 (D. Ariz. April. 18, 2000), the 
Arizona court ruled that the loss of programming in a computer’s RAM constituted physical loss or 
damage. Also, in Centennial Insurance Co. v. Applied Health Care Systems, Inc. (710 F.2d 1288) (7th Cir. 
1983), the court ruled in favor of the insured in a dispute concerning defective data processing and system 
failure which resulted in data loss. However, in Lucker Mfg. v. Home Insurance (23 F.3d 808 [3d Cir. 
1994]), the Third Circuit ruled that the insured liability for the loss of design use was not loss of tangible 
property use. So also, in Peoples Telephone Co., Inc. v. Hartford Fire Insurance Co., 36 F. Supp. 2d. 1335 
(S.D. Fla. 1997) the Florida District Court ruled that Electronic serial numbers and mobile telephone 
identification numbers are not ‘tangible’ property.
128 See Crane (2001): “Cybertorts particularly difficult to reconcile with standard insurance policies.” 
Different countries have differing standards. For instance, the EU Data Protection Directive has limits on 
what non-EU countries can do with data gathered online. Moreover, even if a firm’s insurance policy 
expressly stipulate risk coverage, it is uncertain if this encompasses international torts (Crane 2001).
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Traditional insurance policies do not explicitly cover Internet risks. Moreover, 

insurance policy holders desiring coverage for their Internet businesses must challenge 

insurers consistently insisting on excluding cyber-losses from coverage.129 This has 

resulted in: (1) costly litigation between insurers and their policyholders; (2) insurers 

drafting more ironclad exclusions;130 and (3) insurers developing new insurance policies 

to prevent inclusion of cyber-losses.131 The inability of traditional insurance to deal with 

the new cyber-threats underscores the need for new insurance products specifically 

designed to cover the Internet.

3.2. The Advent of Early Hacker Insurance Policies

Although specialized coverage against computer crime first appeared in the late 1970s, 

these policies were an extension of the traditional crime insurance to electronic banking, 

and designed mainly to cover against an outsider gaining physical access to computer 

systems. It was not until the late 1990s that hacker insurance policies designed the 

Internet first appeared. The earliest known hacker insurance policies were first 

introduced in 1998 by technology companies partnering with insurance companies to 

offer clients both the technology services and first party insurance to either back up the 

technology company’s technology or to provide a comprehensive total risk management 

solution to client firms.

129 See Norman (2001), p. 15: “Many insurance carriers already have gone on record as saying that Love 
Bug losses are not covered under traditional insurance products.”
130 See Duffy (2002): “As of January 2002, the majority of insurers eliminated virus-related exposures 
from traditional property insurance because the reinsurance industry is concerned with a cyberhurricane 
affecting thousands of companies simultaneously with no geographic locus.”
131 See Beh (2002), pp. 77-80: A court may justifiably conclude that the insured did not intend to purchase 
that type of coverage if a new policy clearly provides particular coverage.
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Being a new and unexplored area, these companies started out with small coverage. 

Thus, the International Computer Security Association (ICSA), the earliest group known 

to have offered hacker-related insurance as sort of warranty that its service is reliable, 

started out with only $250,000 maximum coverage per year. Furthermore, almost all of 

these early hacker insurance policies covered only the insured firm’s own (first party) 

loss. Table 2-3 illustrates how early hacker insurance started from simple and small 

amount coverage from losses against hacker attacks, to more differentiated products.

Table 2-3. Early Hacker Insurance Products
Year Company Description Coverage
1998 ICSA TruSecure 

(Poletti 1998; Nelson 1998)
product warranty 1st party coverage: 

max $20K per incident; 
max $250K per year

1998 Cigna Corp/
Cisco Systems/
NetSolve
(Moukheiber 1998; Clark 
1998; Davis 1998)

partnership of 
insurance/benefits company 
with technology firms; client 
must buy security assessment 
and monitoring services

1st party
(hacker damage and 
business interruption); 
$10M

1998 J.S. Wurzler Underwriting 
(Bryce 2001)

insurance broker 1st party

1998 IBM/Sedgwick
(Duvall 1998; Greenemeier
1998)

partnership between technology 
company and insurance firm

$5-15M

2000 Counterpane/ 
Lloyd’s of London 
(Harrison 2000)

partnership of security compan1 
with Lloyd’s insurance

1st party; $1-10M

2001 Marsh McLennan/AT&T 
(Salkever 2002)

clients who purchase from 
AT&T
Internet data center receive a 
discount from insurance 
company

1st party

2000 AIG
(Greenberg 2000)

start of more comprehensive 
and sophisticated forms of 
insurance

1st & 3rd party 
(infringement, libel, 
slander, privacy, 
invasion, errors & 
omissions); $25M
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3.3. Causal Events: Increasing Risks and Legislation Compliance

Perception of risk changed dramatically on September 11th, 2001. There had been many 

Internet security events prior to 9/11 but afterward risks have been considered differently. 

Three of the most serious Internet worm attacks took place during a three month period 

around 9/11 -  Code Red in July 2001, Nimda in September 2001, and Klez in October 

2001. The Slammer Internet worm appeared in January 2003. Prior to 9/11 in February 

2000, a series of coordinated denial-of-service (DoS) attacks were launched against major 

US corporations. Not only did the attacks prevent 5 of the 10 most popular Internet 

websites from serving its customers but the attacks also slowed down the entire Internet - 

Keynote Systems measured a 60% degradation in the performance of the 40 other 

websites that had not been attacked (Nelson 2000).

Clearly, as discussed in Chapter 1, Internet risks have increased during 2000-2003 

resulting in a need for individuals and organizations to manage this increased risk. And 

simultaneous with the increasing risk from Internet attacks has been regulation about the 

legal use and retention of electronic information, which was started with the need for 

updated standards given computerized records and then driven by large corporate fraud 

events for example in Enron and WorldCom (see, for example, the Sarbanes-Oxley Act).

There has also been a recent growing clarity in cyberliability law. Both recently 

enacted criminal and civil legislation and regulations governing the cyberspace, as well 

as developing case law, have contributed to the growing clarity of standards and liability 

rules for the Internet-based economy. For example, both federal and state law now deal 

with a host of computer crimes (for an example of such federal law, see the Counterfeit
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Access Device and Computer Fraud and Abuse Act of 1984 (18 U.S.C. § 1030). Also, 

practically all states have passed legislation protecting computers (see 

http://www.bakemet.com/ecommerce/legis-s.htm for a compilation of state-level 

computer laws and regulations).

So also, in order to prevent data residing in financial company databases and network 

servers from being leaked out, intruded into, or used for identity theft, the Gramm-Leach- 

Bliley (GLB) Act (Pub. L. 106-102) was passed in 1999. This is because company 

databases and network servers are readily accessible and easily shared, personal data is 

susceptible to leaks, intrusions, and identity theft (Solove 2005). Several security 

regulations were passed in 2001 in pursuance of Section 501 of the Act which mandated 

certain government regulatory agencies to adopt regulations protecting nonpublic 

personal information.132 So too, the Health Insurance Portability and Accountability Act 

(HIPAA) was passed in order to regulate the electronic transmittal and access to health 

data of patients and to provide them with more control over the dissemination of their 

personal information. As mentioned in Chapter 1, the HIPAA Security Regulations, 

issued in 2003, required health care providers to institute practically the same safeguards 

GLB security regulations.

Some firms not encompassed by the abovementioned regulations have nonetheless 

been covered by consent decrees (Smendinghoff 2005 citing FTC v. Microsoft, Consent 

Decree (FTC, August 7, 2002); In the Matter of Ziff Davis Media, Inc., Assurance of

132 See GLB Security Regulations. These interagency regulations passed in 2001, oblige financial entities 
to assess, manage and control risks, oversee service provider arrangements, monitor and adjust information 
security program to take in to account the existing changing technology, the firm’s business requirements, 
and the changing nature of threats, as well as involve the board of directors in the approval and oversight of 
the information security program (12 C.F.R. Part 30, Appendix B, Part III).
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Discontinuance; In the Matter of Eli Lilly & Co., Decision and Order (FTC, May 8,

2002)). Also, there are other criminal or civil liability legislation that businesses with 

Internet presence must comply with. These include the Digital Millennium Copyright 

Act of 1998 (P.L. 105-304, 112 Stat. 2860), the Communications Decency Act of 1996 

(P.L. 104-104, Title V, 110 Stat. 133), the Electronic Communications Privacy Act of 

1986 (P.L. 99-508, 100 Stat. 1936), the Controlling the Assault of Non-Solicited 

Pornographic and Marketing Act of 2003 (P.L. 108-187, 11 Stat. 2699), the Children 

Online Privacy Protection Act of 1998, P.L. 105-277, Division C, Title XIII, 112 Stat. 

2681-728), the Anti-Cybersquatting Consumer Protection Act of 1999 (P.L. 106-113, § 

1000(a)(9), 113 Stat. 1536), the Economic Espionage Act of 1996 (P.L. 104-294, 110 

Stat. 1213), and the Sarbanes-Oxley Act of 2002 (P.L. 107-204, 116 Stat. 745) 

(particularly the internal control provisions of Section 404, which are designed to ensure 

the integrity of financial reporting).

Hence, we can glean from a review of the growing body of cyberspace law some 

definite emerging pattern. A higher standard of compliance is required of firms engaged 

in certain activities: financial and credit report institutions, as well as health care 

providers have duty to protect personal data residing in their databases; firms that gather 

data relating to children to duty to safeguard such personal information; firms that 

employ email to market their products or services need to comply with restrictions 

relating to non-solicited pornographic and marketing; firms that maintain websites with 

privacy policy must comply with legal provisions against unfair fraudulent or deceptive 

practices; publicly held companies must comply with internal controls and reporting 

standards. Other firms not specifically covered by laws, regulations, or consent decrees,
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are charged with general duty to safeguard data under their control (National Strategy to 

Secure Cyberspace [www.whitehouse.gov/pcipb];133 Smendinghoff 2005, citing Radin 

2001; Kiefer and Sabett 2002; Raul, Volpe, and Meyer 2001; Kenneally 2000).

As shown in Figure 2-7, because of the combination of increased risks and 

compliance requirements, insurance products specifically targeting the cyberspace have 

recently sprouted. Insurance products specifically designed for the Internet matured from 

rudimentary early insurance policies prior to 9/11 to more sophisticated cyberinsurance 

products post-9/11.

160000
TJ 

O
§ ■  120000

*2 c
2  80000 - o c
£w
3O0)
05
%

40000

1996 1997 1998 1999 2000

I I

2001 2002

first hacker GLB Act early forms o f GLB
insurance passed cyberinsurance Regulations
appear (1st & 3rd party) issued
(1st party) appear

2003

1
HIPAA
security
regulations
issued

more
sophisticated 
cyber insurance 
products

Figure 2-7. Internet incidents versus relevant laws and cyberinsurance products 
(Incident data from CERT/CC, 2005)

133 Which states that “[a]ll users of cyberspace have some responsibility, not just for their own security, but 
also for the overall security and health of cyberspace”.
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3.4. More Sophisticated Cyberinsurance Policies

The new cyberinsurance products can cover several areas including loses arising from 

(a) DoS attacks (b) e-business interruption; electronic theft of sensitive information; (d) 

cyberextortion; (e) cybersquatters who occupy domain names; (f) consultants giving 

wrong recommendation; (g) product liability suits such as improper processing or 

reporting of data; (h) sensitive data falling into the wrong hands, contaminated or 

destroyed data resulting in financial loss to consumers; (i) content defamation; (j) 

copyright and trademark infringement; and (k) privacy suits (Gralla 2001). Some 

examples of these products include NetSecure by Marsh (see ZDNet [2001]); American 

International Group (AIG), Inc.’s NetAdvantage Security (covering damages arising from 

hacking, viruses, cyber-extortion, loss of revenue, and damage to intangible property), 

NetAdvantage (for copyright infringement, libel, and content liabilities); and 

NetAdvantage Pro (for professional liability for companies with services provided over 

the Internet); J.H. Marsh & McLennan’s NetSecure; Sherwood’s e-Sher (see Lee [2001], 

p. 89); Chubb’s SafetyNet; Lloyds of London’s e-Comprehensive or Computer 

Information and Data Security Insurance, Fidelity and Deposit’s E-Risk Protection 

Program (see Brown 2001, p. 33), and products by St. Paul Companies, CNA, 

InsureTrust.com (see Lee [2001]), and Zurich North America (see Wiles 2003).

Premiums can range from $5,000 to $60,000 per $1 million of coverage (or from 0.5% to 

6%), depending on the type of business and the extent of insurance coverage.

As can be gleaned from Table 2-3 below, the recent cyberinsurance products have 

become more sophisticated compared to the early hacker insurance products. Unlike the 

first hacker insurance products which focused on first-party losses, recent cyberinsurance
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products cover both first party and third party insurance, and offer higher coverage. First 

party coverage typically cover destruction or loss of information assets, internet business 

interruption, cyberextortion, loss due to DOS attacks, reimbursement for public relation 

expenses, and even fraudulent electronic fund transfers. Third party coverage typically 

cover claims arising from Internet content, Internet security, technology errors and 

omissions and defense costs.

Table 2-4. Summary Table of Recent Cyberinsurance Policies
COVERAGE Net

Advantage
Security

e-
Comprehensive

Webnet
Protection

First Party Coverages
Destruction, disruption or theft of 
info assets

Y Y Y

Internet Business Interruption Y Y Y
Cyberextortion Y Y Y
Fraudulent electronic transfers N Y N
Denial of service attack Y Y
Rehabilitation expenses Y Y
Third Party Coverages
Internet Content Y Y Y
Internet Security Y Y Y
Defense Costs Y Y Y

Another noticeable feature of recent cyberinsurance products is that they have 

narrowly coverages designed to target different kinds of consumers. One reason for this 

practice is that, by narrowly defining the insurance coverage, insurers are able to exclude 

coverage of unforeseeable events (Baer, 2003). Another rationale is that by defining 

coverage more specifically, cyberinsurers are able to engage in product differentiation 

and thus offer their products to specific markets. For example, cyberinsurers have 

created products that are specifically meant to target firms concerned about damage to

57

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

their own systems, products designed for firms who only want third party liability 

coverages, or products designed to cover media liability.

In Table 2-5 gives an example of how cyberinsurers engage in product differentiation 

to capture different segments of the market. In Table 2-5, we see that AIG has offered 

different types of cyberinsurance products to capture different segments of the market 

with varying insurance needs. As an example, the enactment of HIPAA resulted in 

healthcare companies being specifically covered by liability legislation, and hence 

cyberinsurers have now designed cyberinsurance products specifically targeting this 

sector. Also some policies cover some specific risks (for example, loss or claim 

associated with breach o f patents or trade secrets, or bulletin boards), which other 

products exclude.

Table 2-5. Different AIG Cyberinsurance Products Reveal Product Differentiation
Strategy

COVERAGE \ Net Advantage Product 1 2 3 4 5 6 7
Network Security Liability Y Y Y Y
Web Content Liability Y Y Y Y Y Y
Internet Professional Liability Y Y Y
Network Business Interruption Y Y Y
Information Asset Coverage Y Y Y
Identity Theft Y Y Y Y Y
Extra Expense Y Y Y
Cyber-extortion Y Y Y Y Y
Cyber-terrorism Y Y Y Y Y Y Y
Criminal Reward Fund Y Y Y
Crisis Communication Fund Y Y Y
Punitive, Exemplary and Multiple 
Damages Y Y Y Y Y Y
Physical Theft of Data on Hardware/ 
Firmware Y Y Y Y

AIG Product Name: 1 NetAdvantage; 2 NetAdvantage Professional; 3 NetAdvantage 
Commercial; 4 NetAdvantage Liability; 5 NetAdvantage Property; 6 NetAdvantage 
Security; 7 NetAdvantage Complete (AIG 2005)
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Current industry estimates reveal a growing demand for cyberinsurance products.

IT-related policies, for instance, form 30%-40% of the policy mix for InsureHiTech. 

Firms who recently bought new cyberinsurance products cite as among its advantages:

(a) cyberinsurance allows the firm to transfer the risk to an insurers so they feel sheltered 

with the robust protection; (b) cyberinsurance not only offers monitoring but allows the 

e-insurer to take fast action against a threat; (c) the benefit of having its systems 

monitored 24/7/365 by a knowledgeable professional; (d) expediency, since traditional 

insurance do not provide adequate protection against hacking and other e-risks.

4. HOW CYBERINSURERS WORKED OUT ISSUES IN DEVELOPING 
COVERAGE

The newly-introduced cyberinsurance schemes are not without problems. Cyberinsurers 

had several important implementation issues to address. In this section, we examine 

these implementation issues and the mechanism cyberinsurers are dealing with them.

4.1. Adverse Selection

In many circumstances, one party may possess less than full information on the nature of 

the product being contracted. In insurance settings, these problems arise when insurers 

are unaware of whether an applicant is high-risk or low-risk. Theory suggests that, in 

these situations, insurers would offer two types of contract: a low premium, low 

coverage contract designed to cover the low risk firms, and a high premium, high 

coverage contract to target the high-risk ones. In equilibrium, the high risk firms choose 

a contract that has full insurance coverage, while the low risk ones chose a contract that 

has only partial coverage. That is, the low risk firms suffer, because while the high risk
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firms get full coverage, low risk firms do not (Rothschild and Stiglitz 1976). And since 

some firms (that is, the low-risk firms) are not able to fully insure, the first best solution 

is not achieved. Only the second best solution -  that is, the best solution under 

information constraint -  is feasible. Adverse selection problems therefore result in 

dissipative social welfare lost. Drawing again from the international trade literature 

(Grinols and Wong 1991; Grinols 1984; Irwin 2002; Bemhofen and Brown 2003; 

Feenstra 2003), we can calculate the welfare loss due to adverse selection in dollar 

amounts.

We use Figure 2-8 to show this calculation of welfare loss. The market value of 

income is the y-intercept of the “budget line” tangent to the indifference curve, can be 

used as a measure of welfare. By comparing the market value of income in the first-best 

case with full cyberinsurance to the situation where asymmetric information lowers social 

welfare, we can provide dollar estimates of society’s welfare loss due to the asymmetric 

information problem. If there are two types of insured in the economy (high risk and low 

risk ones), and if the insurer cannot distinguish between these two types, the insurer will 

offer contract Fh (full insurance contract) to high risk applicants but will not be able to 

offer Fl (full insurance) to low risk applicants. In that case, the high risk applicants will 

have incentive to mimic the low risk applicants and purchase Fl also. That is, the 

equilibrium solution must be such that the high risk firms have no incentive to imitate the 

low risk firms, and the low risk firms do not have incentive to present themselves as high 

risk firms. This occurs when the insurer offers two types of contract: a high premium, 

high coverage contract Fh for the high risk firms, and a low premium, low coverage 

contract P for the low risk ones (Rothschild and Stiglitz 1976).
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Therefore, under asymmetric information, the first best solution -  full insurance 

contract Fl to low-risk applicants and full insurance contract Fh to high-risk applicants 

-  is not attainable. Instead, only the second best solution -  where insurers offer partial 

insurance coverage P to low-risk applicants and full insurance coverage Fh to high-risk 

ones -  is achieved. Consequently, social welfare is reduced with the inability of some 

firms (that is, the low-risk firms) to fully insure. This welfare lost due to the adverse 

selection problem can be computed as the amount A - A ’ in Figure 2-8. As an example, 

we can calculate the welfare lost for the DoS attack case under risk aversion a = 2, as

follows.

Income in gnod. state

Welfare
Loss
Measure

A
Ap
B

Certainty line

V f i Income in bad state

Figure 2-8. Social welfare loss from adverse selection

Step 1: C alculate/# :  /* -  p H ■ { I fH - I q) = I fH => I h = $3,076 billion.

Step 2 : Calculate E U fH\ E U fH = = -0.32514.
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Step 3: Calculate I p and I f : I f  = I ex -  p L ■ (I f  -  7*) = 3.15322 -  0.005 • 7 '.

E U  t, = p H -------------- 1 - u - P u i ' - ----
1 - 2  1 - 2

0.94 • 70p
. This implies that,

0.32514-70p -0 .0 6

a tP , 70p = $2.31334billion, and I f  = $3.1417billion.

Step 4 : Calculate E U f  and I [ . E U f  = p L ■ ——  + (1 -  p L) • -4-— —
T P  (1- 2 ) T P ( 1- 2 )
l 0 _________ i / i  „  \  M ___________ -0.31887

=> I [  = $3.136 billion.

Step 5: Calculate Social Welfare Loss, A - Ap.

A p - p L •/£  = I [  =>AP = $3.1517billion => A - A p = $ 1,500,985.

The predictions in Section 2.1 above are consistent with the emerging practice in the 

new cyberinsurance market. To address this adverse selection problem, cyberinsurers 

require applicants to undergo thorough, detailed, and extensive risk assessments. As a 

condition to developing coverage, cyberinsurers evaluate the applicant’s security through 

a myriad of offsite and on-site activities with a view of reviewing the applicant’s 

vulnerabilities. ,

Traditionally, cyberinsurers developing coverage policies have required applicants to 

provide costly top-to-bottom physical and technical analysis of security, networks, and 

procedures.134 Alternatively, some cyberinsurers require applicants to fill in a detailed 

online questionnaire,135 to assess the applicants’ security risks and cyberprotections.136

134 How a typical step-by-step formal assessment may be done is shown in this PDF document 
http://common.ziffdavisinternet.eom/download/0/2274/Baseline-NetDiligenceMap.pdf (last visited April 
24, 2004), in Mullin (2002). The strict assessment procedure can be very costly for firms. For example, 
AlphaTrust Corp.’s (insured by Insuretrust) security assessment cost about $20,000, while Marsh’s security 
assessment cost $25,000 (Banham 2000).
135 Realizing that a detailed top-to-bottom physical analysis can be onerous for buyers, some insurers have 
simplified their underwriting procedures. For example, Insuredotcom.com developed an online 
questionnaire, while AIG adopted a three-level underwriting process — online application, online
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For example, a typical cyberinsurer like American International Group (AIG), Inc., 

Marsh, or Insuretrust would categorize an applicant firm into one of several risk 

classifications and tie the premiums to the level of the firm’s security, giving discounts to 

firms that have installed a professional security system.137 Insurers also utilize 

monitoring of the firm’s security processes,138 third-party security technology partners,139 

rewards for information leading to the apprehension of hackers,140 and expense 

reimbursement for post-intrusion crisis-management activities.141

The risk assessment starts with the applicant filling in an application form with the 

detailed security questionnaire, some consisting of about 250 queries, to assess the 

applicants’ technology budget, security infrastructure, virus-protection programs, testing 

and safety procedures, and outsourcing. General background questions include 

information on the applicant’s Standard Industrial Classification (SIC) code; what 

Internet sites are proposed for insurance, including number of pages, customers/users, 

and page views; the annual sales and revenues, including revenue generated from Internet 

activities; IT budget and percentage of it earmarked for security; and what are specific

assessment based on the questionnaire and a remote evaluation of the firm’s security, and physical 
assessment (Banham 2000).
136 This has also allowed firms to assess their risks and become better aware of their security needs and has 
also allowed insurers to engage in an ongoing dialogue with the firms about their security risks.
137 Insuredotcom.com also places its applicant into 1 or 30 risk classifications. For instance, a new dot-com 
with no credit card transactions is categorized differently from Amazon.com (Banham 2000).
138 Engaging in dialogue between insurer and insured about their risks is important to developing coverage.
139 For example, Safeonline may subcontract technology risk assessment to companies like IBM and others; 
Marsh uses Internet Security Systems (ISS) as its partners; AIG’s technology partners include IBM, RSA 
Security, and Global Integrity Corp.
140 AIG’s NetAdvantage Security offers up to $50,000 for leads which result in the apprehension and 
conviction of a cybercriminal (Duffy 2000).
141 Security software vendor Tripwire, Inc. offers 10 percent premium discount on Lloyd’s of London’s e- 
Comprehensive cyberinsurance policy to customers who use their product. Wurzler Underwriting 
Managers also offered clients 5 percent to 30 percent premium break if they use Linux or Unix servers 
rather than Windows NT because these systems are less susceptible to attack (Savage 2000; Gralla 2001; 
Lee 2001). Safeonline also agreed to provide premium discounts of 10 to 20 percent to customers of 
Recourse Technologies (Walsh 2001).
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Internet activities conducted (for example, email and web browsing, production and 

internal processes integration, e-commerce, VPN, third party hosting services, consulting, 

etc.). More specific underwriting questions include information relating to:

content: whether the applicant is monitoring its website’s content; whether it has 
qualified intellectual property attorney and/or a written policy for removing 
controversial items;

what professional services are offered: whether the applicant’s services include 
systems analysis, publishing, consulting, technology professional services, data 
processing, chatroom/bulletin boards, etc.; whether the applicant sells/licenses 
software or hardware; and whether there are hold and harmless clauses with 
subcontractors; and

network security: whether there are company policies on IT security, privacy, and 
allowable email/Internet use; whether employees are informed of possible 
disciplinary actions for violation; whether third party security assessment and/or 
intrusion test were carried out; whether the high priority recommendations of the 
insurer were put into practice.

The applicant needs to attach, among others, the firm’s written policy on IT security, 

written policy for deleting offensive or infringing items, copy of appraisal of IT security 

controls and intrusion test outcomes, resumes of senior officers including the director of 

IT, and audited financial statements. Finally, the application form cites state laws 

reminding applicants that knowingly supplying false information is a crime in many 

states. This provides a direct incentive for applicants not to misrepresent their type of 

risk, at the risk of imprisonment (AIG 2003; InsureTrust.com 2001)

After examining the applicant’s detailed application form, insurers then conduct a 

top-to-bottom physical and technical analysis of security, networks, and procedures. The 

baseline risk assessment starts with information requests on:
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physical security (including where the computer equipments are located, whether 
the location has single or multiple occupancy or multiple tenants, or whether the 
facility is a multi-story building, in a corporate campus or city, etc.);

network diagram (which shows the locations of operating systems, remote access 
devices, placement of routers, firewalls, web, database and email servers; which 
of systems reside in space leased from ISP; where each IP is located and what 
machines; and if hard drive or server space is leased); and

description of network activities (for example, list of IP addresses; list of 
managed devices like switches, hubs, routers, firewalls; platforms and OS 
including proxy servers, security scanners, anti-virus software, remote computer 
maintenance, main frame data protocols, firewall tunneling, wireless 
communications; etc.)

Then follows physical reviews, including checks on applicant’s personnel and hiring 

procedures, physical security review, review of incident response, disaster recovery, and 

security education programs, as well as technical assessment of the network’s external 

vulnerability, using vulnerability scans, digital sweeps, network monitory for internal and 

external malicious users, and a review of firewalls, routers, network configuration. These 

results are analyzed and a report compiled listing recommendations for upgrades and 

fixes in order to ensure a more secure network (InsureTrust.com)

This is the mechanism cyberinsurers use to work around the adverse selection 

problem. The rigorous ex ante security assessment allowed insurers to distinguish 

between high and low risk applicants. By employing a clever mechanism of checking the 

applicants’ security, insurers are able to avert a market failure that results from adverse 

selection and thus prevent the dissipation of social welfare arising from the asymmetric 

information problem. Furthermore, such mechanism works directly to benefit the low 

risk firms, since the security health checks enable them to distinguish themselves from 

the high-risk firms. With the ability of insurers to differentiate the risk types of
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applicants, high-risk applicants can no longer present themselves as low risk types and 

thus, the corresponding social welfare lost is averted.

4.2. Moral Hazard

The second major problem that insurers need to address in developing cyberinsurance 

coverage is the moral hazard problem. This occurs, for example, when firms covered by 

insurance slack in their security work. That is, they may either not invest in security 

infrastructure or they may not have incentive to maintain or upgrade their existing level 

of security.

A well-known device to work around the problem is for insurers to observe the level 

of care that the insured takes to prevent the loss and tie the insurance premium to that 

amount of self-protection care. This way, the presence of insurance can in fact increase 

the level of self-protection that the insured takes rather than decrease it (Ehrlich and 

Becker 1972; Shavell 1979). If the security level can be perfectly observed either ex ante 

(before writing the insurance contract) or ex post (during the effectivity of the coverage), 

the presence of cyberinsurance increases the amount spent on self-protection by the 

insured firms as an economically rational response to the reduction of insurance 

premium, and thus results in higher levels of IT security in society. Hence, the detailed 

risk assessment conducted by insurers in developing cyberinsurance coverage works both 

to identify the risk type of the insured (and thus addresses the adverse selection problem), 

and insofar as tying the risk classification to premium incentivizes the insured to adopt a 

higher level of security, it also addresses the moral hazard problem.

In examining current industry practice as well as several of the provisions of the 

cyberinsurance policies, we find that insurers are able to address the moral hazard
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problem by instituting several mechanisms in the cyberinsurance contract. By requiring 

applicants to undergo ex ante security assessment, cyberinsurers are able to charge 

premiums according to risk classifications. For example, insurance coverage to firms 

with less cyberprotections, with a greater percent of its business online, or in a highly- 

regulated business subject to high penalties like financial firms, are considered to be 

higher risk (Mullin 2002).

Ex post, cyberinsurers also conduct surveys of insured’s information infrastructure, 

either as part of regular annual surveys of the insurers premises, as part decision to 

continue and/or modify their coverage, or in processing of a loss or a claim. Several 

other provisions incorporated in the standard insurance policies are designed to address 

the moral hazard problem are shown in Table 2-6. First, insurers stipulate in the contract 

that they are not liable for losses or claims arising from the insured’s failure to maintain a 

level of security equal to or superior to those in place at the inception date of the 

policy.142 Second, insurers also explicitly state that no coverage will be given to firms 

who fail to back up their files. By unanimously excluding loss or claim based on failure 

to back-up from insurance coverage, cyberinsurers give insured firms incentives to

regularly back-up their e-files. Third, once breach has occurred, insurers incentivize
!

insured firms to mjitigate the loss. For instance, under Lloyd’s e-Comprehensive policy, 

expenditures incurred by the insured in employing the services of the underwriter’s 

information risk group in order to mitigate the extent of the loss are expressly covered as

142 Thus, e-Comprehensive always include the following provision in its different coverages: “Provided 
always that the Insured Company maintain System Security levels that are equal to or superior to those in 
place as at the inception of this Policy” (Lloyd’s of London 2002). A similar provision can be found in the 
Webnet sample policy, thus: “You agree to protect and maintain your computer system and your e- 
business information assets and e-business communications to the level or standard at which they existed 
and were represented...” (InsureTrust.com 2003).
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a first party loss (Lloyd’s of London 2002). AIG’s netAdvantage, on the other hand, 

include as part of its first-party coverage a criminal reward fund to be rewarded to 

individuals who give information resulting in conviction of the cybercriminal, while 

Webnet expressly covers investigative expenses incurred by the insured (InsureTrust.com

2003).143

Table 2-6. Exclusions that address the Moral Hazard Problem in Recent Cyberinsurance 
Policies

EXCLUSIONS Net
Advantage

Security

e-
Comprehensive

Webnet
Protection

Failure to back-up Y Y Y
Failure to take reasonable steps to 
maintain and upgrade security

Y Y Y

Fraudulent, dishonest and criminal acts 
of insured

Y Y Y

Ordinary wear and tear of insured’s info 
assets

Y Y Y

Claim arising out of liability to related 
parties

Y Y Y

OTHER RELEVANT PROVISIONS
Retentions Y Y Y
Liability Limits Y Y Y
Criminal Reward Fund/Investigative 
Expenses Covered

Y Y

Services by Information Risk Group to 
mitigate the impact of 1st party loss, 
covered

Y

Representations Relied Upon Y Y Y
Regular/Annual Surveys of Insured’s 
Facilities

Y Y Y

In the case where perfect observation of the insured firms’ level of security is not 

possible, other incentive mechanisms designed to check the moral hazard problem are

143 Also, Webnet requires the insured to “[n]otify the police if a law is broken” and to “[ijmmediately take 
all reasonable steps and measures necessary to limit or mitigate the loss, claim, or defense expenses” 
(InsureTrust.com 2003). E-comprehensive also requires in covering first party losses arising from 
malicious copying, recording, or sending of the insured’s trade secret” that the insured should have “taken 
reasonable measures to prevent such copying, recording or sending of such Information” (Lloyd’s of 
London 2002).
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incorporated in standard cyberinsurance policies. Thus, for example, retentions and 

liability limits are designed to make the insured somewhat a co-insurer interested in 

preventing the occurrence of the lost (Shavell 1979). Thus, the insured covers the first 

losses (retentions) as the insurance covers only amount over which the coverage will 

apply. Note also that the retentions generally apply to each loss. Other provisions 

designed to check on the moral hazard problem are the exclusion from coverage of losses 

and claims caused by fraudulent or dishonest acts committed by the insured, as well as 

claims arising out liability to related parties. Thus, by observing the level of precaution 

by the insured, cyberinsurers are able to base a firm’s insurance premium on the insured 

firm’s investment in security processes, thereby creating market-based incentives for e- 

businesses to increase information security.

4.3. Other Implementation Issues

Internet security externalities arise because of interdependencies from interconnectivity. 

Computer systems have interdependent security such that an event on one system may 

affect all its peers even if they are under different administrative control. Thus, if 

malicious code penetrates a system through a compromised machine, it can use this 

machine as a platform for further attacks (Heal and Kunreuther 2003). For example, if an 

individual or firm does not use anti-virus software, if infected it may propagate infections 

of other systems under different administrative control. Because of this possibility of 

aggregating cyber-risk exposures, a major concern in developing cyberinsurance 

coverage is the potential of single Internet security events causing damage to many policy 

holders simultaneously (Bohme 2005; Ogut et al. 2005). Insurers have put in place 

several mechanisms designed to alleviate the problem of interrelated risks. As shown in
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Table 2-7, insurers may exclude events from coverage in order to protect themselves 

from large scale losses associated with interrelated risks. For example, a common 

exclusion relates to losses due to failures of electric and telecommunication facilities. 

These exclusions are designed to shield insurers from exposure to a single event resulting 

in a large-scale failure.

Table 2-7. Exclusions that Address Externalities in Recent Cyberinsurance Policies
EXCLUSIONS Net

Advantage
Security

e-
Comprehensive

Webnet
Protection

Inability to use or lack of performance of 
software programs

Y Y Y

Electric and telecommunication failures Y Y Y

There are also other problems with the developing cyberinsurance industry. First, 

high costs, where premiums can range from $5,000 to $60,000 per $1 million of 

coverage, make it extremely difficult for small and medium-sized companies to purchase 

cyberinsurance.144 Second, underwriting qualifications lack standardization and remain 

complex and time-consuming. Unlike traditional insurance where decades of information 

are available, there is little history to guide firms looking to minimize Internet risks 

(Gohring 2002).145 Because insurers rely on measurements of predictability to forecast 

probable risk and set prices, the absence of enough historical and actuarial data for 

Internet risks makes it more difficult to determine premiums (Martin 2002; Walsh 2001).

One possible solution to the risk-assessment problem is partnering insurance brokers 

with security service providers (Walsh 2001). Another possibility is coordinating

144 Insurance coverage is not offered to individuals although they can purchase identity-theft coverage 
(Wiles 2003)!
145 Lack of actuarial or event data on all types of losses uncertainty as well as information about the 
potential worst-case damage liability presents problems associated with calculation of risks and premium 
pricing.
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regulation and standardizing the policies for computer-related coverage with the help of 

the National Association of Insurance Commissioners (NAIC), a private, non-profit 

organization of insurance regulators (Lee 2001). The Critical Infrastructure Protection 

Board (CIPB), established by President Bush in October 2001, has developed a 

partnership with insurers to pool the data that exists in many sources within government 

and insurance industry to develop actuarial tables, a process that is likely to continue into 

2005 (Duffy 2002). Federal subsidies are an additional option for encouraging firms to 

purchase cyberinsurance (Lee 2001, p. 90, citing NAIC’s model regulations and 

guidelines for such areas as accident and health insurance, and the intervention of the 

government for such areas as floods and nuclear power plant accidents).

5. SUMMARY AND CONCLUSIONS

The Internet has created new risks that traditional insurance policies do not satisfactorily 

cover. The creation of new insurance products that specifically deal with Internet 

problems has resulted in: (1) better IT safety infrastructure and increased Internet 

security; (2) standards based on the optimal amount of care; and (3) overcoming the 

market’s failure thereby increasing overall societal welfare. These results are consistent 

with the results we found in our survey of the nascent and immature cyberinsurance 

market.

In this paper, we conducted time and case studies and traced the evolution of 

cyberinsurance from traditional insurance policies to early cyber-risk insurance policies 

to current comprehensive cyberinsurance products. We conclude that the cyberinsurance 

industry has matured from primitive “hacker insurance polices” offering largely first- 

party policies with low coverages, to more sophisticated, product-differentiated policies
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offering first- and third-party insurance products with substantially higher coverages. We 

also find that cyberinsurance companies are able to deal with implementation issues. For 

instance, insurers are addressing adverse selection and the moral hazard problem by 

rigorously classifying the risk level of the insured, and stipulating provisions on the care 

expected of the insured. We present a methodology for calculating the amount of social 

welfare loss that was averted by addressing problems such as adverse selection.

We conclude that cyberinsurance products are making the Internet a safer 

environment because cyberinsurers are requiring businesses to minimize losses using 

economic incentives and individuals/organizations are increasingly seeing cyberinsurance 

in their own self-interest. Insurers can pool knowledge about risks, identify system-wide 

vulnerabilities, demand that the insured undergo prequalification audits, and adopt pro­

active loss prevention strategies (Beh 2002). This is similar to what has happened in 

other industries where insurance increased safety in fire prevention, aviation, boiler and 

elevators (Kehne 1986). In addition to compliance with federal legislation for protecting 

networked infrastructure, federal subsidies are an additional option for encouraging firms 

to purchase cyberinsurance following NAIC’s model regulations and guidelines for such 

areas as accident and health insurance, and the intervention of the government for such 

areas as floods and nuclear power plant accidents (Lee 2001).
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CHAPTER 3:

HACKING BACK: OPTIMAL USE OF SELF-DEFENSE 
IN CYBERSPACE

1. INTRODUCTION

One approach emerging in dealing with the problem of Internet security is the notion of 

self-help -  using reasonable force in self-defense against hackers.146 At present, 

counterstrike technology is ready for deployment, as in fact, some organizations have 

already used it147 and some commercial products are already available for sale.148 

However, hitherto, the law has not taken a clear position on the legality of hackback, and 

among legal scholars the jury is still out whether or not counterstrike should be allowed

146 In real space, various instances of self-help have been recognized by the law, ranging from the use of 
reasonable force in self-defense or in defense of property in criminal law (see American Law Institute 
[1985], secs. 3.04 and 3.06), to recovery of property and summary abatement of nuisance in tort law, to 
repossession and commercial arbitration in commercial law, to the right of restraint and self-help eviction 
remedies in landlord-tenant relations (see Brandon et al. 1984), and even to such areas as the first 
amendment, trade secret law, copyright law, and patent law (see Lichtman 2005).
147 One famous example of hackback that actually took place involved the World Trade Organization 
(WTO)’s server. Conxion, Inc., which hosted WTO’s server was subjected to a DoS attack by an online 
activist group, Electrohippies (E-hippies). Having traced the IP trail to the E-hippies server and saw 
postings exhorting the mail-bombing of the WTO, Conxion “returned the mail to sender”, swamping the E- 
hippies server for hours (Radcliff 2000). Another computer counterstrike incident involved the Pentagon. 
When the activist group Electronic Disturbance Theater attacked the Pentagon’s website with a flood of 
requests, the Pentagon redirected the requests and sent graphics and messages back to the group’s system to 
cause it to crash (Schwartau 1999). An officer of Ernst & Young’s information security practice has been 
quoted as saying that he has knowledge of firms in finance, insurance and manufacturing business that 
have either set up or are building capability to have aggressive defense capabilities (Schwartau 1999).
148 Symbiot, Inc., an Austin, Texas-based network security company claims to be the first company to 
commercially offer for sale a security system with the capacity to strike back (Oram 2004). It offers a 
solution that not only can repel attacks but also “identify the malicious attackers in order to ... fight[ ] fire 
with fire.” (Symbiot, Inc. 2004b). Symbiot follows the military method of employing a “graduated 
response” against hackers (Symbiot, Inc. 2004b). The levels of response range from identification of 
hostile acts, reconnoitering, determining hostile intent, surveillance, to direct and indirect countermeasures 
such as blocking the act, degradation of the quality of network service, returning fire, invasive techniques 
(which may either be non-destructive, destructive but recoverable, or destructive and non-recoverable), 
blacklisting of upstream providers, distributed denial-of-service [DDoS] counterstrikes, special operations, 
disinformation and psychological warfare (Symbiot, Inc. 2004a).

73

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

in cyberspace. Here, we try to understand the optimality of hackback and articulate what 

the law on self-defense in cyberspace ought to be. In particular, we seek to answer the 

following questions: Should society permit hackback? How should the law on self- 

defense in cyberspace be designed? Which among the tools of combating cybercrimes -  

law enforcement, court litigation, hacking back the hacker -  should be used to most 

effectively address cybercrimes? What optimal mix of these alternatives should be used 

to combat cyber-attacks? What role does technology play?

The issue of whether or not hackback should be permitted has polarized legal scholars 

as well as the online community. One major argument for hackback is that traditional 

law enforcement schemes simply do not work in cyberspace because of the speed by 

which attacks cause great damage to e-commerce sites and also because hackers can 

stage attacks from multiple jurisdictions with varying cybercrime laws and procedures for 

prosecuting Internet crimes. As Smith (2005), for example, point outs, while forensic 

investigation takes time, a virus or worm spreads quickly, underscoring the need to act 

right away in order to mitigate the grave damage that security incidents can cause.

Epstein (2005) believes that even when legal remedies are available, self-help still plays a 

role because of the numerous instances when the judicial remedy is inadequate or too 

slow. Thus, Lichtman (2005) points out the importance of bringing together, and 

capitalizing on the interchangeability between, public and private means, particularly 

when legal remedies respond slowly to technological risks.

However, some commentators also point out the potential dangers associated with 

hackback. Kerr (2005), for example, is concerned about counter-strikers hitting innocent 

third parties rather than the hacker since, in his view, it is easy to conceal the real source
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of the attack in the Internet. For instance, one hypothetical scenario that can occur is a 

hacker using compromised university hospital computers to stage an attack against a 

firm. If the firm attacks back, it may disable the life supports functions of the hospital, 

resulting in the loss of the patient’s life (Christiansen 2003; Agora Workshop 2003). 

Because of this consideration, Himma (2004) argues on moral grounds that since the 

direct and indirect effects of hackback cannot be accurately anticipated, it is not easy to 

evaluate the pros and cons of hackback to know whether the relevant ethical 

considerations are satisfied.149 Katyal (2005), on the other hand, argues that private self- 

help methods not only raise distributional issues (since the rich would be more able to 

afford themselves of the private measures than the poor), but also fragment the 

community spirit by weakening the connectivity between people.150 He thus proposes 

methods toward community action against cybercrimes.

149 Himma (2004) argues that permitting hackback may be wrong from a moral standpoint because “we 
[can’t] reliably predict all the direct consequences of digitalized actions ... For example, a set of zombies 
network could ... have the direct effect of impairing the performance of the life-support system and hence 
could result in death of any number of innocent bystanders”. If such argument is correct, would driving a 
car be morally wrong because of a remote probability that the driver can fatally hit somebody?
150 In Professor Katyal’s (2005) view, individual self-help can cripple interconnectivity and destroy 
reciprocity:

“A private precaution ... expresses a view of fear... Bars on windows and other target hardening 
scares people away, fragmenting the community and the development of an ethos that promotes 
order... Gated communities ... reduc[e] access ... [and create] poor opportunities for social 
interaction... [W]alls, street patterns and barricades that separate people from one another reduce 
the potential for people to understand one another and commit themselves to any common or 
collective purpose... Gated enclaves tend to be nothing more than an assemblage of individuals 
lacking any communal spirit... Under a self-help regime, ... the internet could begin to resemble 
a ... community where people stay indoors because they are afraid of crime.”

In our view, however, the community spirit is in many circumstances already fragmented by other 
factors (such as, in the case of the Internet, the anonymity of the actors). And although individual self-help 
may contribute to the fragmentation, it may be not be entirely fair to withhold such option to individuals 
since it may be the rational response to opt for individual self-help remedies rather than to wait for the 
community to address the problem, especially when the community action is not forthcoming.

The building of community spirit is potentially a fruitful endeavor and thus needs to be pursued more, 
with the nuts and bolts of the proposal further tightened. (For instance, how does one deal with free riders 
and shirkers? How are groups formed? How are the responsibilities and costs allocated among the group 
members? How does one implement and enforce the obligation of each individual in the community?) We
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Those aforementioned papers articulate well the arguments for and against hackback. 

We think, however, that most of these authors take one polar view or the other. On the 

one hand, you have Smith (2005), who, using historical analogy of the use of spring guns 

by eighteenth and nineteenth century game owners in England, argues for the use of 

counterstrike technology in cyberspace without due concern about its potential negative 

consequences nor specify what appropriate safeguards must be instituted to address 

potential abuses. On the other hand, we have authors like Himma (2004), Kerr (2005), 

and Katyal (2005) who looked at issue from ethical considerations and whose concern for 

the negative consequences of hackback led them to let the pendulum swing the other 

way. In this paper, we use a law and economics approach to arrive at the middle position. 

For us, there are benefits for allowing the self-help remedy in certain situations, but in 

other cases, the exercise of the remedy could lead to negative consequences. However, 

the possibility of abuse does not necessarily mean that the remedy ought to be proscribed, 

but rather, the exercise of privilege should be regulated.

Thus, we differ in methodology and position from the more polar views of Himma 

(2004), Kerr (2005), Katyal (2005) and Smith (2005). Our approach and position are 

closest to that of Epstein (2005) in that with him we think that neither blanket permission 

nor total prohibition of hackback is the right solution, and Lichtman (2005) in that we 

deem it important to use public means and private methods like self-help to combat 

cybercrimes. Unlike Epstein (2005) and Lichtman (2005) who do not lay down the 

criteria for the valid exercise of hackback however, here we actually formulate what are

agree with Professor Katyal that community-based solutions are probably fruitful pursuits, but this need not 
entail that individual self-help should be banned outright. In fact, the two may very well go hand-in-hand, 
particularly in cyberspace where the quickness of the attacks, for instance, may entail that individuals 
should defend themselves until the community is able to act.
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the requirements for a valid exercise of self-help in cyberspace, as well as propose what 

regulations are necessary to guide actual conduct during hackback, in the same manner 

that Posner (1971) proposed the conditions for the use of deadly force in real space. 

However, unlike Posner (1971), we employ formal modeling to generate our criteria and 

regulations.151

Hence, in this paper, we employ formal game theory to model the strategic interaction 

between the firm and the hacker. This allows us to study the behavior of the hacker given 

the effectiveness of law enforcement and the potential counter-actions of the firm, and 

vice versa, and also capture the interaction between law enforcement, court remedies, and 

self-help remedies. From the Nash equilibria that flow from the model, we observe that 

the firm will find police enforcement works best in certain instances, while in some cases, 

resort to the courts based on civil liability litigation will be the better approach, and in 

still other situations, self-defense and self-help will best address the cybercrimes 

problem.

Furthermore, from the social planner’s perspective, we show under what conditions 

social welfare is higher when hackback is permitted in society versus when it is not.

Also, by identifying the divergence between the private and the socially-optimal 

solutions, we are able to formulate regulations that are needed in order to bring the 

private solution closer to the socially-optimal outcome. Thus, explicit modeling enables 

us to develop litmus tests and criteria that determine if hackback is the proper remedy in

151 Formulating bright-line rules that guides parties when hackback can be resorted to as well as what 
safeguards must be adopted when conducting hackback is important because (a) lack of clear guidance 
when hackback can be exercised can result in the underprovision of hackback in society considering that 
firms may fear exposure to criminal (for example, violation of the Computer Fraud and Abuse Act [18 
U.S.C. § 1030]) and/or civil liability, and (b) lack of regulations governing product conduct during 
hackback may cause firms not to internalize the damage to the third parties’ and hackers’ systems and 
result in an excessive amount of hackback.
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certain cases, as well as formulate regulations governing proper conduct during 

hackback.

The model results generate the following criteria for the valid exercise of self-defense 

in cyberspace: (1) accounting for trace back costs, the damage to the attacked firm’s (that 

is, the entity that is hacking back) systems that can be potentially mitigated outweigh the 

potential damage to third parties; (2) there is a relatively high chance of hitting the 

hacker, instead of innocent third parties; and (3) recourse to police enforcement or civil- 

action based litigation is either ineffective or impractical. The results also underscore the 

importance of using good technology (that is, intrusion detection systems (IDS), and trace 

back technology) in order for hackback to be effective as a deterrent against cyber­

attacks.

When such criteria are satisfied, resort to hackback would be justified, and the rules

governing proper conduct during counterstrike would come into play: (i) counter-strikers

should not cause undue damage to the hacker’s computer systems and use only

reasonable and proportionate means to defend themselves; and (ii) counter-strikers would

be held liable for whatever damages may be suffered by innocent third parties caught in

the crossfire. These added regulations are necessary in order to move the firm’s Nash

equilibrium outcome towards the socially optimal result. For example, making firms

liable for third-party damages will cause them to internalize in their decision-making the

1 ̂potential damage to others and behave closer to the socially-optimal outcome.

152 Thus, our regulation clearly prohibits retaliation or vigilante justice. Thus, under our proposed rules, a 
third party hit in the middle of hackback cannot simply hackback the original attacked party in retaliation. 
The main idea of active self-defense is that it is an action meant to minimize damage to ones’ self and not 
to inflict damage on the other, so that if the third party exercises active defense in order to reduce damage 
to him, then we envision that to be a valid exercise of hackback; but on the contrary, if such 3rd party 
simply hacks back in retaliation, then such is prohibited. The rules then are also meant to address such 
possibility. Thus, valid active self-defense should generally be exercised while the attack is ongoing and
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As it turns out, these conditions resemble the traditional formulation of the “just war” 

doctrine,153 which requires the following necessary elements for a valid counterstrike:

(1) there is grave damage (greater than the damage that might result from the action) that 

will be inflicted to the defender unless it counter-strikes, (2) there is a serious prospect of 

success, and (3) other means for stopping the evil are either impractical or ineffective 

(see United States Catholic Conference 1997, f  2309). Interestingly, our requirement that 

counterstrikers should not wantonly damage the hacker’s system and use only necessary 

force echoes the classical authors’ position that war must not be waged for “revengeful 

cruelty” (Augustine 400, % 74) and that only necessary and proportionate force ought to 

be used (Grotius 1625).

Since our reasonableness conditions were generated from the social planner’s 

optimization of social welfare, they are consistent with the economic approach to tort law 

which balances the rights of firms seeking to mitigate damages to their systems and of 

third parties not being forced to suffer economic harm.

Section 2 presents the basic model. The Nash equilibria of the extensive form game 

show how the hacker’s behavior depends on the effectiveness of law enforcement and the 

possibility of being hit back by the firm, as well as how the strategy of the firm depends 

on the hacker’s behavior, the probability of hitting the hacker, the potential damages to

not an after thought after the fact, at the time that there is no more damage to mitigate. At that stage, it is 
the authorities who take over and the privilege to exercise active defense ceases.
153 Aurelius Agustinus (354-430), generally acknowledged as the first to have articulated the “just war” 
doctrine, points out that war must be exercised by the sovereign (f  75), and must be waged in order to 
achieve peace and not for “love of violence, revengeful cruelty, fierce and implacable enmity, wild 
resistance, and the lust of power, and such like” (174) (Augustine 400, XXII, f][ 73-79; see also Augustine 
423, XIX, chap. 7). Aquinas (c.1271, II, II, Q.40, Art. 1) contributed to the discussion by identifying the 
three necessary elements for a war to be just: authority of the sovereign waging the war, just cause, and 
rightful intention. Hugo Grotius, generally known as the father of modern international law, articulated 
that a just war must contain these basic elements: immediate danger to the nation, necessity of the force 
employed used is necessary to adequately defend the nation's interests, and proportionality of the force 
employed to the threatened danger (DeForrest 1997, citing Grotius 1625).
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third parties, and the law enforcement effectiveness. In Section 3, we introduce intrusion 

detection system (IDS) into the model and examine the role of technology in deterring the 

hacker and the effectiveness of hackback. Section 4 considers the social planner’s 

perspective and analyzes the divergence between the private and social motive to engage 

in hackback. Section 5 discusses the proper liability rule for damages to innocent third 

parties. Based on the model results, Section 6 summarizes what the law of self-help in 

cyberspace should be. Section 7 concludes our discussions together with some final 

comments.

2. THE BASIC MODEL 

2.1. The Model Set-up

In Kesan and Majuca (2005), we pointed out that in order to effectively combat 

cybercrimes, society needs to simultaneously focus on the technological, economic, and 

the legal fronts, since each of these methods alone are insufficient. The question now is 

how to optimally mix these measures in order to best address the cybercrimes problem.

In this paper, we use game theory to explicitly model the interaction between several 

measures -  IDS and traceback (technology), criminal law enforcement and liability-based 

court litigation (legal remedies), and costs/benefits associated with hackback (economic 

incentives) -  in order to shed light on this question. We start with the basic model of 

hacker and firm interaction when IDS is not available, and in the next section consider 

. the role of IDS technology.

There is a fraction 6  of hackers in this model. At period 1, a hacker decides whether 

to hack or not, and simultaneously, the firm decides whether to monitor or not. Let the
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probability that the hacker hacks be 8 and the probability that the firm monitors be ju. If 

the firm monitored the hacking incident, at period 2, it decides whether to hack back, to 

file a civil liability-based suit, or simply to recover damages. Denote the probability that 

it attacks back by o\, and the probability that it goes to court by er2 (with probability 1- o\ 

-  o-2, the firm decides to simply recover damages). The game tree is summarized in 

Figure 3-1 below.

if he gets caught by the police (which happens with probability pe). If the firm decides to 

monitor and attack back (“hack back”), the hacker suffers damage Dh when hit (which

154 We can also consider, M  = monetary equivalent to the hacker of disutility from imprisonment. For 
notational simplicity, we include this value in F.

monitor

simply recovery  
damages (I-0 7 -O2)

' - C m- C , - [ p ll( \ - r - h )  + ( l - p h) ( l - r + d) ]Df 

KG - p eF - p hD h

' - C m- C t - [ ( l - r )Df + K - p wWl
, G - p eF - p wW

i\

/

hacker £
t

J

m

monitor do nothing

d-0)

(1-fi)

Figure 3-1. Game tree, no IDS case

The hacker gains G from hacking the firm’s computer system, but he pays a fine F 154
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occurs with probability ph). If, however, the firm decides to monitor and bring a suit in 

court (“litigate”), with probability pw, it wins and gets paid the amount Wby the hacker 

(see Section 8 for a summary of notations). Overall, the hacker must balance his 

expected gain from hacking with the probability times the magnitude of the fine plus the 

costs he can suffer in case the firm decides to hack back or litigate. Hence, the hacker’s 

expected pay-off from hacking is:

H(ju,crl ,(T2,S) = S ( G - PeF  -  jualPhDh -  jucr2p wW ) . (3-1)

The firm, on the other hand, suffers damage Df  from intrusions into its systems. If the 

firm decides to simply recover damages, it can recover a fraction r of the damage. If, 

instead, the firm decides to attack back, it hits the hacker with probability p h and 

mitigates an additional fraction h of damage. However, with probability 1 - ph, it hits 

innocent third parties instead. We assume, for now, that counter-strikers are liable for 

damages to innocent third parties,155,156 which means that the firm incurs, an additional 

dDf  expense whenever it hacks back and misses. If, on the other hand, the firm decides to 

sue, it has to pay the court costs K, and with probability pw, it succeeds and is awarded W. 

The firm’s pay-off from hacking back is therefore

- C m- C t -  [ph( l - r -  h)Df  + (1 -  p h)(1 -  r + d)Df  ] , where Cm is the cost of monitoring

1 S7and C( is the cost of tracing the hacker, and its payoff from litigation and simply

155 In Section 5, we discuss this assumption in more detail, and consider the change in the equilibrium 
results if firms are instead not liable for third-party damages.
156 For notational convenience, we express the third-party damages as a fraction d of the firm’s own 
damage.
157 For simplicity, we assume the cost of tracing the hacker to be the same for both hackback and litigation 
actions.
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recovering damages are, respectively, - C m- C t -  [(1 -  r)Df + K  -  p wW ] and

-  Cm -  (1 -  r)Df  . If the firm decides to not monitor, it suffers the entire damage, Df . 

The total expected pay-off of the firm is thus:

The first three terms represent, respectively, the expected monitoring cost, the expected 

cost of tracing the hacker, and the expected cost of not monitoring. The terms inside the 

curly bracket are as follows: the first term represents the net cost associated with hacking 

back, the second term represents the net cost associated with going to court, and the third 

is the net unrecoverable damage to the firm if it adopts a purely defensive strategy. The 

hacker chooses 3 to maximize (1), while the firm chooses p, o\ and 0 2  to maximize (2).

F(ju,ax,<y2,S) = -jj,Cm - 6Sju(<j x + o 2)Ct - 6 S {  1 - / I)Df

a x [p h( l - r -  h)Df + a - Ph) ( \ - r  + d ) Df  ] 

- e $ i ' + < r 2[ ( l - r ) D f  + K - PwW]

+ (1 -  c r ,- c j2)(1 - r ) D f

(3-2)

Thus:

3F
djU

&i[phh - ( l -  p h)d]Df  

Cm -  9S(<7, +<72)Ct + 0S< +cr2[PwW  -  K]
+ rE>f

(3-3)

= -esfjc, + esju[Phh -  a -  Ph )d]Df (3-4)

—  = -es/uc, + eS{i[Pww -  k ]
o <72

(3-5)

-  = G - p eF - ^ i [ a xp hDh + a 2p wW] (3-6)

2.2 Equilibrium When Police Enforcement is Effective

Lemma 3-1. G < peF => S = 0, ju = 0=> juax = jia 2 = 0.
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Proof. From equation (3-6), —  < OsinceG < p eF ,crxp hDh > 0 , and a 2p wW  > 0 ,
ad

implying that 8  = 0 in equilibrium. Substituting 8 -  0 into equation (3-3), we have 
dF
—  (8  = 0) = - C m < 0 , which implies that ju = 0=> [io x = n<7% = 0 .
ojU

Lemma 3-1 states that if the probability of catching the hacker times the magnitude of 

the penalty, p eF,  is bigger than what the hacker gains from hacking, G, the hacker will

not hack, and there is no need for the firm to hack back or to litigate. (This corresponds 

to area A of Figures 3-2 and 3-3 below.) Thus, when the expected punishment exceeds 

the expected benefit to the hacker, cyberintrusions will be completely eliminated, and 

there is no need for the firm to resort to hackback or litigation. Effective cybercrime laws 

and police enforcement therefore act as a broad deterrent against cybercrimes.

However, law enforcement is costly (Stigler 1970) and society needs to optimally 

balance the costs and benefits associated with enforcing crime laws (Becker 1968).158 

Accordingly, it may be optimal for society to permit that some offenders go unpunished 

and “[t]he optimal amount of enforcement depends on, among other things, the cost of 

catching and convicting offenders ... and the responses of offenders to changes in 

enforcement” (Becker 1968, p. 170). Particularly in the Internet where hackers can 

situate themselves in different and several jurisdictions with varying computer crime laws 

of several jurisdictions, the costs associated with the discovery and prosecution of 

hackers can be prohibitive, and hence, traditional law enforcement measures cannot be

158 The issue of law enforcement and the optimal probability and magnitude of fines has also been 
discussed in, for example, Stigler (1970), Shavell (1991), and Mookherjee and Ng (1992).
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entirely relied upon to address cybercrimes.159 In this situation, firms can provide 

additional deterrence by resorting to litigation and/or counterstrike.

We discuss in Propositions 3-1 to 3-5 the optimal behavior of the firm when law 

enforcement is inadequate, in accordance with the following scenarios:

Proposition 3-1: No IDS available; litigation is not a beneficial option 

Proposition 3-2: No IDS available; litigation is a beneficial option 

Proposition 3-3: IDS available; litigation is not beneficial, whether or not the IDS 

signals an intrusion

Proposition 3-4: IDS available; litigation is beneficial, whether or not the IDS 

signals an intrusion 

Proposition 3-5: IDS available; litigation is beneficial when IDS signals an 

intrusion, but not otherwise. (Note that, as Lemma 3-2 in Section 8 

shows, there cannot be situations where litigation is beneficial when IDS 

does not signal an intrusion, but not otherwise.)

2.3 Equilibrium When Litigation is Not Beneficial

Proposition 3-1. When [pwW - K ] < C t , litigation is not beneficial, and the 

following Nash equilibria obtain:

159 In fact, in an August 2001 survey by CIO Magazine, 8 8  percent of 450 chief information officers 
surveyed do not think that existing law enforcement agencies are ready to address cybercrimes (CIO 
Magazine 2001).
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Probability times 
Magnitude of Fine, p eF

(A) d  = 0, p a x = 0, = 0

G

(D) S = n ------------- £=--------------- {, p c x = (L - Z t L
d \ P hh - { \ -  p h)d + r]Df ^ }  p hDh

(C) 5 = \, po! = \, po2 = 0

max
f \ r D '

\ 9  Cm J

Hackback’s Net Benefit- [phh -  (1 -  p h )d + r]Df -  C,
to-Monitoring Cost Ratio, c

Proof.

Figure 3-2. Nash equilibria when litigation is not beneficial
(No IDS available)

dF
[PwW - K ] < C t => - —  < 0 => cr2 = 0 in all equilibria here. Equilibrium B: For

OCTr.

rDf  l [phh - ( \ - p h)d + r]Df - C ,  rDf 
the case — — > —: -----------------------------   < — —c e

[phh - { \ - p h)d]Df - C t dF _  n r  A  1 ^ rDf
-------------------------- < 0 => < 0 => <J, = 0 . For the case — > — —:

Cw dff, 0 Cm

dF_
d/1

-Cm + 86<JX\ p hh -  (1 -  p h)d + r]Df  -  C, } is less than zero in the range

i i [phh - ( l ~  P h) d  + r]Df - C ,  l
&{[phh -(1  ~ Ph)d]Df - C , } <  Cm or ^ ---------- f------ J- < - ,  that is, ju = 0.
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b h
Thus, f io x = 0 for either case. This implies that —— - G -  p eF  , which is positive in the

Bo

■ a  jc i -vu ■ r  \.Phh ~ ^ - P h ) d  + r]Df - C t rDf region; thus, o = 1. Equilibrium C: ----------------------------- '------- > — — =>

BF
- —  > 0 => cr1 = 1. Given <7X = 1 and a 2 = 0 ,
a<Tj

—  = - C m + 6 S k p hh -  (1 -  p h )d + r]Df -  Ct }> 0 for the region 
BjU

d\_phh -  (1 -  p h)d]Df -  Ct }> Cm if S = 1. <5 = 1 b e c a u se ^ -  > 0 in the region.
Bo

[phh - ( \ -  p h)d + r \D f - C .  rDf dF
Equilibrium D: S in ce ----------------------------------   > — —, th e n  > 0 ==> <T, = 1.

• Cm da,

Also, we know by Nash (1950) that ifG  > p eF > G - p hDh and

d\_phh -  (1 -  p h)d + r]Df -  Ct }> Cm, an equilibrium in mixed strategies exists. Setting

f r ° -  =

BH G -  p eF Cm
Hence, = 0 => u  = -2— . Thus, <5 = —i----------------------------------- r ,

BS ^  p hDh d{[phh - ( l - p h) + r]Df - C t \

(J — p p
Ju<j] = ------- 2— , and ju<t 2 = 0 are equilibrium strategies.

Ph^h

When the net payoff from going to court is lower than the trace costs, going to court 

would not be beneficial for the firm.160 In such a situation, when both police enforcement

160 For example, the hacker may be situated in a country with weaker computer laws than the country where 
the firm is from. Also, even if the firm is able to get hold of and legally make the hacker liable to pay, the 
hacker may not have the means to pay, thus the firm may not find going to court an attractive option.
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and litigation are ineffective or impractical, self-help can be useful in mitigating the 

damage to the firm’s e-assets.

The firm’s choice between a passive self-help remedy (that is, simply recovering 

damages) and a more active defense (that is, hackback) would depend on their relative 

pay-offs. If the net pay-off from active defense is less than that of simply recovering 

damages then the firm will not hack back. That is, the firm will simply recover damages 

if [phh -  (1 -  p h)d]Df < C, . That is, the firm’s decision to hack back will crucially

depend on the damage that can be mitigated to firm’s systems relative to those that can 

potentially be caused to third parties. The firm will find it advantageous to counter the 

attack only when it calculates that the damage that it can mitigate by counter-striking 

would be considerably greater than the potential liability.161 Thus, extreme conditions 

like stopping an ongoing major denial-of-service (DoS) or distributed denial-of-service 

(DDoS) attack may require knocking down the master machine lest considerable damage 

would be incurred.

Because of the discipline induced by the liability rule, the firm’s objective in hacking 

back will be limited to mitigating damages to its systems and due care will be exercised 

in order to lessen the damages inflicted to third parties. That is, the liability rule induces 

the firm to internalize the potential damages that it may cause others. Also, since the net 

pay-off from hackback depends crucially on the probability of hitting the right person 

instead of innocent ones, from the firm’s perspective, the decision to hackback depends 

on the available traceback technology: hackback will make sense only if the probability

161 Hacking back makes more sense the bigger the potential damage that the firm can prevent its own 
system and the smaller the potential damage to innocent third parties.
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of successfully tracing and hitting the hacker exceed a certain threshold level.162 If the 

probability is below this level, then active defense is not optimal. The firm will thus hack 

back only if there is “serious prospect of success”.

In effect, our model shows that the concern of other authors about innocent parties 

getting hit (see, for example, Himma 2004; Kerr 2005; Katyal 2005) is alleviated by 

liability rules. Liability for damages to innocent third parties causes the firm to strike 

back only if the probability of hitting the hacker (instead of innocent third parties) is large 

enough relative to the amounts of damages involved. The fact that the firm would be 

liable makes it cautious in calculating its chances of (and benefits from) success as 

compared to the potential liability. This may in fact induce technical developments in the 

precision of traceroute technology as more firms demand precise devices that can help 

them trace the hacker more accurately.163 Nonetheless, regardless of the state of the 

current traceback technology, strong enough liability rules will induce firms to hack back 

only when optimal since, depending on the ratio of damages involved, if the probability 

of hitting the hacker is so small, firms will choose not to hack back.

Figure 3-2 also shows that the propensity to hack back decreases with the 

effectiveness of law enforcement. Thus, increasing either the probability or the 

magnitude of the fine has two important effects. First, it reduces the hacker’s intrusion

162 This threshold level of probability depends on ratio of third-party damages to the sum of the mitigated
d cdamages and third-party damages, that is, n > ----------1-----------2 --------

* h + d 0(h + d)Df
163 Significant strides have recently been made in the area of traceback research. IDSs and firewalls acquire 
data about inbound IP addresses that can be employed to initiate a trace (Jayawal, Yurcik, and Doss 2002). 
If the hacker uses a valid source address, techniques such as the traceroute utility can be used to identify 
with reasonable accuracy the attack’s path (Moriarty 2003). In the case of attacks from spoofed address or 
when hacker logs-in through a chain of hosts, other techniques such as packet filtering and flow analysis 
can be utilized to track the source (Moriarty 2003). The path of the traffic can also be reconstituted using 
network routers if detailed logging is employed. Also, sleepy watermark tracing can also be employed to 
inject watermarks into the path of the attack (Jayawal, Yurcik, and Doss 2002).
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rate (compare, for example, the hacker’s equilibrium strategy for regions (C), (D) and 

(A)). Hence, an investment in more police resources and international coordination of 

enforcement efforts, for example, can reduce hacking activity. Second, better police 

enforcement also reduces the firm’s propensity to hack back, as the firm perceives a 

higher level of protection that law enforcement affords (compare, for example, the firm’s 

strategy for regions (C), (D) and (A)). This emphasizes the substitutability between self- 

help and law enforcement. This also reduces the force of the argument that since hackers 

are anonymous in the Internet, hackback should be prohibited (see, for example, Kerr 

2005). True, the fact that hackers can attack anonymously in the Internet could mean that 

innocent third parties may be caught in the crossfire.164 But that fact, as well as the fact 

that hackers can situate themselves in different jurisdictions, also mean that 

cybercriminals are harder for the police to pin down thus lowering the efficacy of 

traditional police enforcement measures, and increasing the need for self-help measures 

to substitute in for the slack by providing additional remedy and deterrence against 

intrusions.

Thus, equilibrium D illustrates the deterrent effect of hackback when law 

enforcement per se is not sufficient to completely eliminate cybercrimes. When effective 

police enforcement, p eF, lies in between G and G -  phDh, in region D, the hacker adopts a 

mixed hack strategy in response to the firm’s adopting a mixed hackback strategy. In 

contrast, in the same region of police enforcement, if the firm does not hack back, the 

hacker will definitely hack (region B).165 Thus, when the probability times the magnitude

164 This concern though, as mentioned, could be handled by liability rules holding firms responsible for the 
consequences of their actions.
165 This region where hackback has a deterrent role thus depends on PhDh, that is, current traceback 
technology’s ability to identify the hacker multiplied by the damage that the hacker suffers as a result of the

90

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

of the fine falls below the gain from hacking, self-help can supplement law enforcement 

because the hacker incorporates in his decision-making the potential damage a 

counterstrike can inflict on its system.

2.4 Equilibrium When Litigation is Beneficial

Proposition 3-2. When Ct < [pwW -  K ] , litigation is beneficial, and the following Nash

equilibria obtain:166

Probability times 
Magnitude of Fine, p eF

(A) (5 = 0, poi -  0, pa2 = 0

G ~ P hD h

G - p wW

(Bl)
S =

e{pwW - K  + rDf -C, \  
G -  PeF

(D) 
<5 =

P„W

<5=1,
(B2) p.O} — 0, 

po2 = 1

C- G - p eF, jxax = ---------------- = 0
p h)d + r]Df  — C ,} 1 PhDh

(C) <5=1, p.Oi = 1, pa2 = 0

max ( i , ^ )  P . W - K  + rP , -C ,
9 C„ r

Hackback’s Net Benefit- 
to-Monitoring Cost Ratio

Figure 3-3. Nash equilibria when litigation is beneficial
(No IDS available)

counterstrike. This result confirms the conventional belief that “[k]nowledge of the source of [an] attack 
via traceback capability has the possibility to ... deter ... DOS attacks .. with counter-attack” (Jayawal, 
Yurcik, and Doss 2002).
166 Proof of this and subsequent lemmas and propositions are presented in the Appendix.
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When the proportion of hackers times the net pay-off from litigation exceeds the trace 

costs, litigation is a beneficial option for the firm. In this case, the firm will choose 

between litigation or hackback, depending on whether the net pay-off from litigation 

exceeds that of hackback’s (equilibria B 1 and B2 on the left side of Figure 3-3) or vice 

versa (equilibria C and D on the right).

The firm will prefer to rely on active defense if its net pay-off, [phh - (  1 -  p h )d]Df ,

exceeds that of litigation, p wW  -  K . Thus, if active defense will allow the firm to save 

further damage, or if there are high transaction costs of going court, self-help will be the 

more effective rem edy.167 When it is more beneficial for the firm to engage in self-help 

remedies (equilibrium C and D), the law should perhaps not compel the firm to go to 

court.168’169

However, self-help is not the better remedy in all situations. Equilibria B 1 and B2 

illustrate cases where the benefits from self-help are small compared to the more 

effective relief afforded by the courts. In these cases, self-help measures are not cost- 

effective, and the courts should be provided as an alternative that the firm can resort to. 

This illustrates why there would still be a need for the legal system to provide formal 

legal protections since in certain instances, self-help remedies do not provide complete

167 Comment e of Section 218 of the Restatement takes away from the chattel owner the option of bringing 
a suit for nominal damages for harmless interferences, and instead mandates the use of self-help remedies. 
The “mitigation of damages” rule principle also obligates parties to exercise reasonable self-help measures 
(such as protecting one’s property from further intrusions) in order to minimize the damages, and failure to 
prevent a tort or to minimize the severity of its harm by exercising the privilege is contributory negligence 
that will bar recovery of damages for the portion attributable to the neglect (Brandon et al. 1984, p. 871 and 
n. 146).
168 Among the advantages of hackback compared to litigation, for example, is speed of the remedy. 
Hackback can prevent, for example, worms or DDoS attacks from further inflicting damage. Thus, 
sometimes the way to effectively address an attack is to defend one’s self rather than first gather evidence 
and go through court processes, since measures taken after-the-fact may not work.
169 See, for example, the case of Intel Corporation v. Hamidi (71 P.3d 296 [2003]), where the legal remedy 
of injunction based on a defamation suit is available, but it is not in the firm’s interest to avail of it (Epstein 
2005).

92

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

assistance (see Epstein 2005; Lichtman 2005). The law should thus permit hackback as 

an option, but not force it as a requirement (see Brandon et al. 1984, p. 870 et seq., for 

examples of judicially required self-help).

3. THE ROLE OF IDS TECHNOLOGY

The model in Section 2 assumes that firms are not assisted by technology to help detect 

whether its computer systems are under attack or not. In this section, we study the case 

where the firm employs an intrusion detection system (IDS) technology to help spot 

intrusions in its network,170 and analyze the role that technology like IDS play against 

cyber-attacks.171

Suppose that the firm installs an IDS in its security architecture. The timing of the 

game is then modified as follows:

Period 0. Nature determines if an individual is a hacker or not.

1. The hacker decides whether to hack or not.

1’. The IDS sends a signal on whether or not there is an intrusion. A well-known 

feature of IDSs is that their signals are not perfect. There are usually false positives 

(where intrusions occur but the IDS fail to detect them) and false negatives (where the 

IDS falsely reports an intrusion). Denote 1-qi to be the probability that the IDS misses an 

attack, and 1 -g2 to be the probability that the IDS sends a false alarm.

2’. Depending on whether or not the IDS signals an intrusion, the firm decides 

whether to hack back, to go to court, or simply to recover damages. Denote the

170 IDSs act like security cameras that monitor suspicious activities in a network and alert administrators 
about unusual activities, by either comparing suspected security breaches to a database of known attacks or 
checking for abnormal behavior.
171 For other IDS models, see, for example, Alpcan and Basar (2004) and Cavusoglu, Mishra, and 
Raghunathan (2005). Our model differs from these models in that we focus on hackback, as well as the 
interaction between private and court-assisted remedies.
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probability that the firm will hack back given an intrusion signal by a\, the probability 

that it goes to court given such signal by 0.2 , the probability that it hacks back even if the 

IDS doesn’t signal an intrusion by Pi, and the probability that it goes to court absent the 

signal by /?2; the firm simply recovers damages with residual probabilities l-a.]-a2 and 1- 

Figure 3-4 below summarizes the modified game tree.

monitor
(Mi)

signal
(qi)y

- C m- C t - [ p h( l - r - h )  + ( l - p h) ( \ - r  + d ) ] Df 

. G - p eF -  phDh j
hack back

(a;) '  f - C m- C t -  [(1 -  r)Df + K -  pwW]x
G - PeF - PwW

r-Cm- ( \ - r ) D f
v G - p eF

litigate

no signal
(1 -qi)

hacker

not

simply recover 
damages (1 - a r a ? )

- D,

not
(1- 0)
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(Q2)

(1-Mi) I G P.FJ

monitor * do nothing
( ^ ^ f - C  -m
not 0 G -  p„
(l~Mi) hack back/

(0i)

i-Vi,
?kDh

monitor 1
(M2)

litigate
w

simply recover 
n damages (l-/?r/?2)

G - P . F )  

jP do nothing
monitor

- C m-C,  ~ [ ( l - r ) D f + K - PwW]  

G -  PeF -  pJW

-  Cm—(1 — r )Df 

G - p F

' - C .  N
0

Figure 3-4. Game tree, IDS case
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With the IDS, the basic model in Section 2 is modified to include Bayesian updating 

of the firm’s information as to the probability of intrusion in its computer network. The 

expected pay-off for the hacker and the firm in this set up are thus:

H(^ix, /i2, a x, a 2, p x,fi2,S) = 5
G — p eF — qx/ix(axp hDh + a 2p wW)  

-  (1 -  qx )fl2 (A  Ph Dh + 0 2 PwW)

F(jux,ju2, a x, a 2,/3x,j32, S ) ^ [ q xd S + ( l - q 2) ( l - eS) ]Fs + m - q , W S + q 2( l - eS ) ] Fn

where Fs, the pay-off to the firm in the signal state, is equal to

Fs(jux, a x, a 2,S) ~thCm ~r}xi ix{ax + a 2)Ct - i j x{ \ - p x)Df

a x [ph (1 -  r -  h)Df  + (1 -  p h )(1 -  r + d)D f  ] 

-  TjxJux ■ + a 2[(l -  r)Df  + K -  p wW ]

+ 7]x( l - a x - a 2) ( l - r ) D f

and Fn, the pay-off to the firm in the non-signal states, is equal to:

Fn(ju2,f3x, p 2,S) = -jU2Cm - q 2p 2(px +f i2)Ct - r i 2( 1 - p 2)Df

j3x[ph( l - r - h ) D f  + ( 1 - p h) ( \ - r  + d ) Df ] 

-Tj2jU2- ^ P 2[ ( l - r ) D f + K - p wW]

+ ( l - j 3 x - P 2) ( l - r ) D f

and where rji = Pr(intrusionlsignal) =
qx68

qx0S + ( l - q 2) ( l - e S )

and rj2 = Pr(intrusionl no signal) =
(1 - q x)68

( l - q x)0S + q2( l - 0 8 )

Thus,
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dF = [qie s + ( i - q 2)( i -es)] ~ Cm+Tl\

~ ( a x + a 2)Ct 
+ a l[phh - ( l -  p h)d]Df  

+ a 2[PwW - K ]
+ rDf

dF
d a x

(3) = [qxes  + (1 - q 2)(1 -  esmxjux{ -Ct +[phh - ( \ - p h )d]Df }

dF
da .

(S) = [qx0 3 + q2 )(1 -  dd)]T]xlLlx {- C, + [pwW  -  i^]}

dF
dju2

= [ ( l - qx)0S+q2a-OS)l

f
- ( A + A ) c ;

\

- C m+ih-
+ PAPhh ~ ^ -  Ph)d}Df

+ J32[PwW - K ]

V + rE>f J

dF
dPx

dF
dP2

[(1 -  qx )dd + q2 (1 -  6S)]V2I12{- Ct + [PwW  -  i^]}

dH 
d 8

(3-11)

(3-12)

(3-13)

(3-14)

= [(1 - q x) e s  + q2( l -  ed )m 2ll2 { - C t +[phh - ( l - p h)d]Df } (3-15)

(3-16)

= G - p eF - q xn x(axp hDh + a 2p wW ) - { l - q x) n 2(/3xp hDh +/32p wW). (3-17)

Thus, with this new IDS set-up, the firm has to consider strategy for two cases: (a) 

when the IDS signals an intrusion; and (b) when the IDS does not signal an intrusion.172 

Proposition 3-3 below presents the case where litigation is not beneficial whether or not 

the IDS signals an intrusion, while Proposition 3-4 (which covers situations where 

litigation is beneficial in both the signal and non-signal states) and Proposition 3-5

172 Even when the IDS does not signal an intrusion, since IDS signals are imperfect, there may be an actual 
intrusion taking place but the IDS does not detect it. Hence, it may still be beneficial for the firm to spend 
monitoring/trace costs even if the IDS does not signal an intrusion so that in the (unlikely) event that there 
is an intrusion, it can still react with countermeasures.
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(which contemplates cases where litigation is beneficial when the IDS signals an 

intrusion, but not otherwise) are presented in Section 8.

Proposition 3-3. When p wW - K  < C t, litigation is not beneficial irrespective of

whether or not the IDS signals an intrusion, and the following Bayesian Nash equilibria 

obtain:

Probability times 
Magnitude of Fine, p eF

G ~ q , P hDh ~ 

G ~ P hD h

(A) <5 = 0, p&i  = 0, p m  = 0, p2Pi = 0, p2p2 = 0

(Dl) 8  = mixed, j ixa x = mixed, f ixa 2 = p 2f5x = p 2p 2 = 0

(D2) 8 = mixed, p xa x = 1, p 2Px = mixed, p xa 2 = p 2P2 = 0

(C2) <5 = PiO-i = P2P i = 1, 
PlCt.2 = P2P2 = 0

piai  = 0
Uja2 = 0
P i p  1 =  0 Pia2-  0
P 2P 2 =  0 P 2P 1 -  0

P2P2=  0

a. a2 Hackback’s Net Benefit- lp„h-(i-ph)d + r]Df -c,
to-Monitoring Cost Ratio,

Figure 3-5. Nash equilibria when litigation is not beneficial
(IDS available)

In general, the firm will counter-strike with a higher probability when the IDS signals 

an intrusion than when it does not. Thus, in region C l, the firm hacks back when the IDS 

sends a signal and does not hack back when the IDS does not signal an intrusion. Also, 

as Region D l, for example, illustrates, the probability of hacking back is greater when the 

IDS signals an intrusion than in the previous case when IDS was not available. So too,
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the firm hacks back with less frequency when the IDS does not signal an intrusion 

compared to the previous no-IDS case.173

The intuition behind these results is that with the IDS, the firm’s information as to the 

probability of intrusion is updated using Bayes’ rule. The IDS thus enables the firm to 

have better information as to whether or not its systems are under attack.174 Better 

information in turn enables an organization to better identify an imminent danger so as to 

determine if the proper self-help response is a defensive one or a more pro-active one.175 

The IDS thus allows the firm to fine-tune its strategy and be more efficient with its 

hackback/litigation response (see also Cavusoglu, Mishra, and Raghunathan 2005). The 

better the IDS configuration (that is, the lower the false positives and false negatives), the 

more efficient the firm’s hackback/litigation strategy will be, and hackback’s 

effectiveness as a cybercrime countermeasure increases.

4. SOCIALLY-OPTIMAL SOLUTION

4.1 The Social Planner’s Problem

In Sections 2 and 3, we considered the (firm’s) private solution to the hackback game. 

Since the private and socially-optimal solutions can diverge, analyzing the firm’s 

behavior alone would not suffice to shed light on the optimality of hackback. In this

173 That is, a x> ax> p x.
174 Thus, as Lemma 3-4 in the Appendix shows, under reasonable IDS configurations, the probability that 
an actual intrusion exists given that the IDS signals an intrusion, t]h is greater than the (a priori) probability 
of an intrusion, S. (Equivalently, this implies that the probability of no intrusion given an IDS signal is 
lesser than the a priori probability of an intrusion.)
175 For example, in the case of cyberterrorism or information warfare, if there is highly reliable information 
about a forthcoming major attack on the cyber-infrastructure where lives may be at risk, crippling the 
enemy’s computer systems might be the best response.
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section, we consider the perspective of the social planner in order to analyze whether 

permitting hackback would be beneficial to society or not.

In contrast to the firm, the social planner takes into account the total pay-off to all 

members of society (the hacker, the firm, and the third party):176

Max S = - f iC m -  68jii{ax + o 2 )Ct -  68{ 1 -  ju)Df

[ph<\~r - h ) D f + ( l - p h) ( l - r  + d ) Df ] 

-eSjf*+(T2[ ( l - r ) Df + K - p wW]

(1 - a x - ( J 2) ( \ - r ) D f  

+ 8 [ G -  p eF  -  f i a xp hDh - f i (T2p wW]

(3-18)

The hacker’s optimization problem is

Max 8 \ G - p eF - a xjJphDh - f i ( j 2p wW]. (3-19)

Thus,

dS
d/I

dS

d<7x

dS 
d a o

= - C + 6 8

~ ( a x + a 2)C,
+ crx[phh - { \ -  p h)d]Df  + 

ct2[PwW - K )

+ rDf

^ l P h Dh +CF2PwW ]

= -98jiCt + dSii[Phh -  (1 - Ph )d]Df -  8m Dh

-OSjuC, + 9Sii[PwW - K ] ~  SjupwW

(3-20)

(3-21)

(3-22)

Here, we are following the standard practice in the law and economics literature of treating the thief’s 
utility as part of the social accounting (for example, Becker [1968] and Shavell [1991]). In this particular 
case, it makes much sense to include the hacker’s computing resources as part of the total assets available 
to the society, since damages to the hacker’s system are damages to the available total resources available 
to society. As such, since there are opportunity costs associated with the destruction of such assets, the 
social planner rightfully includes such assets in its social calculations, thereby resulting in the conclusion 
that such assets need to be protected as well, say, from wanton destruction by the counter-striker.
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As before, the first and second term represent, respectively, the cost of tracking the 

hacker and the net cost to the firm of the three alternatives (that is, the hackback, 

litigation, and simply-recover-damages strategies). The third term is new and represents 

the net pay-off to the hacker. (The net pay-off of the third party is zero, since he/she is 

reimbursed by the firm for whatever damages he/she will suffer.177)

dS
From equation (3-22), we know that - —  < 0 , which implies that the social planner

d a  2

will never litigate because from the social planner’s perspective, litigation will result in 

court and trace costs without any corresponding net social gain (since the amount 

awarded by the court constitute a mere transfer from the hacker to the firm). 

Consequently, for the social planner, litigation is never beneficial. Hence, its Nash 

equilibria would be:

177 If counter-strikers are not held liable for these damages, the total societal pay-off would be:
cr, [ p h (1 ■- r  -  h)Df  + (1 - p h )(1 -  r ) Df  ]

S = - i iC m - 68^ ( 0 , + <J2 )C, - 08(1 - ju)Df  - 68/ 1- + a 2[(1 - r ) Df + K - p wW]

( l - a 1 - a 2 ) ( l - r ) D f 

+ 8 [ G - p eF - / j . a ip hD h - ^ c r 2p wW } - 0 S n ( \ - p h)dDf ,

which will reduce to essentially the same pay-off as the above case where firms are held liable for third- 
party damages. Thus, the socially-optimal Nash equilibria would be the same regardless of whether the 
property right is assigned to the hacker or the third party.
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Probability times 
Magnitude of Fine, p eF

(A) <5 = 0, n < j x = 0, fi<72 = 0

G ~ P hDh

(D) j u a 2 = 0,

S =
Q\Phh ~ <\-Ph )d + r} ° f  ~ C, } - p kD,

G ~ PeF

PhD h

= 0 ' ...••• (C) <5=1, pci  = 1, po2 = 0

Divergence of
private and socially-

W.‘.. .
optimal solutions

1 rDf
m a x (— , ------- ) m ax

0  C .
1 +

'9rDL +EjR>l Hackback’s Net Benefit- 
to-Monitoring Cost Ratio

Figure 3-6. Nash equilibria of the social planner’s problem

By comparing the Nash equilibria of the social planner’s problem with that of the 

firm’s solution, we can see the divergence between the private incentive to hack back and 

the socially-optimal level of hackback. Thus, from the shaded region above, we can see 

that the firm has an incentive to engage in excessive hackback. This is because the firm 

does not take into consideration the damage to the hacker’s systems in its decision to 

hack back while the social planner views such damages as losses to society.

We thus think that hackback must be regulated in order to steer the firm’s behavior 

closer towards the socially-optimal solution. The law, for one, should require that in 

conducting hackback, firms must exert efforts not to wantonly destroy the digital assets
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178of the hacker. In Section 6, we discuss how the law on self-defense in cyberspace 

should be written.

4.2. The Optimality of Hackback

If hackback were to be for the good of society, it must be the case that the overall social 

welfare is higher when hackback is allowed, compared to the case when it is not. Hence, 

we compare here the societal welfare under both regimes by calculating the total societal 

pay-off across the different regions of the Nash equilibria under both regimes.

If hackback is not available, the social planner’s and the hacker’s optimization 

problem reduces to, respectively:

Max S =-juCm-0Sju<J2Ct - 0 S ( \ - j u ) D f

[<T2[ ( \ - r ) D f + K - p wWi\
-08ju\ f  (3-25)

+ S [ G - p eF - j u a 2p wW]

Max 8[G -  p eF -  jU(T2p wW ] . (3-26)

Thus,

dS
a<r2

= -dSjuCt + dSju[pwW - K ] - S j u p wW <  0=>cr2 = 0  (3-27)

—- = - C m -  08(72C, + 08(72[PwW - K ] -  S<j2p wW  < 0 (given rr2 = 0 ) (3-28)
OjU

¥ L  = G - p eF-jUcr2p wW - G - p eF . (3-29)
do

178 Cf. Augustine (400): war must be waged not for “love of violence, revengeful cruelty, fierce and 
implacable enmity, wild resistance, and the lust of power and such like”; see also, Grotius (1625) on the 
necessity and proportionality of the force used.
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5*S*
As in the case where hackback is available, - —  < 0 implies that the social planner will

a<J2

never find litigation beneficial (for the same reasons aforementioned). Given that

3H
equilibrium<t2 equals zero, —— = G -  p eF  . This implies that the Nash equilibria has

0 8

simply two regions: one is the region where p eF  is above G where 8  = Oand j i o 2 -  0 ,

and the other is the region where p eF  is below G in which case, 5  = 1 and [ lo2 = 0 .

Substituting in for the optimal solutions, the total pay-off to society when hackback is 

allowed is:

S * = - f i C m- e S tti<r*Ct - 9 8 \ \ - f i ) D f

aS> M i P h( \ - r - h ) D f  + ( l - Ph) ( l - r  + d)Df ] 
- 0 8  ju \

( + (1 — CTj ) ( l - r ) D f

+ 8*[G -  p eF  - [i o \ p hDh\

(3-30)

while the social pay-off under the scenario where hackback is not allowed is:

5 “ = - / T C m- 6 8 * \ \ - p i * ) D f - e 8 ~ i f ] i \ - r ) D f ] + $ ~ l G - p tF-\ (3-31)

By comparing these two pay-offs across the different regions of the Nash equilibrium 

solutions, we can calculate the difference in the social welfare in the case where 

hackback is available vis-a-vis the case where it is not, and conclude if hackback is 

beneficial to society or not.

Figure 3-7 below summarizes the social welfare comparisons between the two cases. 

In region A, since the hacker never hacks and the social planner never hacks back, the 

two cases -  (a) hackback available and (b) hackback not available -  have similar pay­

offs. In region B, cases (a) and (b) again have similar pay-offs. In region C, if hackback
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is available, the societal pay-off is (see Section 8 for the detailed social welfare 

calculations) - C m- 6 C t + d \ p hh + (1 - p h)d]Df  -  (1 -  r)Df \ + [ G - p eF -  p hDh]. If,

on the other hand, hackback is not available, the societal pay-off is -  6Df  + [ G -  p eF].

Hence, the net difference between the societal pay-offs of these two cases is 

-  Cm + d\_phh -  (1 -  p h)d + r]Df  -  Ct } -  p hDh, which is positive in the region. Hence,

hackback is “good” for society in region C. Finally, in region D, the net difference 

between the payoff where hackback is available and the case where hackback is not 

available, after manipulations, reduces to (1 — <5") ■ {&Df  -  [G -  p eF]\,  a positive number

whenever 6Df  > [ G -  p eF] . That is, in region D, hackback is good for society

whenever the expected net social waste from hacking, QDf  -  (G -  p eF ) , is positive.

Probability times 
Magnitude of Fine

i L
(A) Hackback has no effect 
on the overall social welfare

(D) Hackback increases social 
welfare if 6Df > G -  p eF

(B) Hackback 
has no effect 
on the overall 
social welfare (C) Hackback 

increases overall 
social welfare

Hackback’s Net Benefit- 
to-Monitoring Cost Ratio

Figure 3-7. Hackback vs. no hackback social welfare comparisons
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5. PROPER LIABILITY RULE FOR DAMAGES TO INNOCENT THIRD 
PARTIES

In order to successfully trace the hacker back, the firm in many instances has to pass 

through several layers of other computers.179 Two legal questions thus arise in these 

situations:

(1) Are traceroutes (passing through third party computers) actionable trespass?

(2) Should active defenders be held liable for damages to third party computers?

On the first question, we think that passing through third party computers constitute

merely de minimis encroachment. It can also be argued traceroutes fall under “harmless 

intermeddlings with chattel” under Section 218 Comment e of the Restatement (Second) 

o f  Torts, 180 and thus, like “electromagnetic transmissions^] are not actionable as 

trespasses ... unless they cause physical damage to the real property” (Hamidi, 71 P.3d,

179 These third-party computers which were compromised by the hacker (“zombies”) can be used to launch 
attacks against other systems, as in the case of DDoS attacks (see Kesan and Majuca 2005).
180 Section 218 Comment e of the Restatement provides:

“The interest of a chattel in its inviolability, unlike in the similar interest of a possessor of 
land, is not given legal protection by an action for nominal damages for harmless interferences 
with a chattel. In order that an actor who interferes with another’s chattel may be liable, his 
conduct must affect some other and more important interest of the possessor. Therefore, one who 
intentionally intermeddles with another’s chattel is subject to liability only if his intermeddling is 
harmful to the possessor’s materially valuable interest in the physical condition, quality, or value 
of the chattel, or if the possessor is deprived of the use of the chattel for a substantial time, or 
some other legally protected interest of the possessor is affected as stated in Clause (c) [relating to 
the deprivation of chattel’s use for a substantial time]. Sufficient legal protection ... of this chattel 
is afforded by his privilege to use reasonable force to protect his possession against even harmless 
interference.” (American Law Institute 1965, sec. 218)

Several court decisions have extended this trespass to chattel tort to Internet cases. See, for 
example, the case of Hamidi, 71 P.3d 296 where the Supreme Court of California ruled that emails by 
a disgruntled employee to other employees criticizing Intel’s employment practices did not constitute 
actionable trespass to Intel’s servers and computer systems, and that harmless interference to chattels 
are not actionable (but see Epstein [2005]’s disagreement with the decision). See also CompuServe 
Incorporated v. Cyber Promotions, Inc., 962 F. Supp. 1015 [1997]; Thrifty-tel, Inc. v. Bezenek, 46 Cal. 
App. 4th 1559 [1996]). For a discussion on the debate on the appropriateness of the application of the 
trespass to chattel tort to computer cases, see generally McGowan (2005).

105

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

at 309). As is settled, only trespass that actually cause harm or damage to chattel are 

actionable (Hamidi, 71 P.3d, at 302).181

There is also good economic reason for not holding traceroutes as actionable trespass. 

Private necessity usually constitutes an exception to the general rule against trespass 

because emergencies give rise to transaction costs that preclude bargaining between the 

parties (Cooter and Ulen 1997, p. 137). For example, a boat caught in a storm could 

moor on someone else’s private pier (Ploofv. Putnam, 81 Vt. 471, 71A. 188 Supreme 

Court of Vermont 1908). Under the same principle, it would be unreasonable to ask a 

firm under attack to negotiate first with the third parties. Of course, the privilege of 

compromised “zombies” to employ self-help measures (for example, by stopping trespass 

to its networks) should also be available to those in the line of traceroute, under Section 

218, Comment e of the Restatement (CompuServe, 962 F.Supp. at 1024).

On the second question, we assumed in our model in Section 2 that counter-strikers 

are liable for third-party damages. If, instead, they are not, their pay-off would be:

F(H,<j x,<j 2,8)  = -juCm -dSjLi(ax + <r2)Ct - 0 S ( \ - j u ) D f

0 i[Q--r)Df - p hhDf ] 

-0#i<+<r2[ ( l - r ) D f + K - PwW]

+ (1 -<r, -<J2) ( \ - r ) D f

(3-32)

Thus:

181 An example of trespass that cause harm is spam, which burdens the computing system and therefore 
constitutes actionable trespass to chattel (see CompuServe, 962 F. Supp. 1015. See also Thrifty-tel, 46 Cal. 
App. 4th 1559 (unauthorized access by a hacker of the plaintiffs telephone service constitutes an actionable 
tort).
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dF
djU
il P
V "  = ~Cm -  08{ax + <72 )C, + 68

o A P h ^ D f  

+ a 2[pwW - K ]  

+ rDt

(3-33)

dF
3(7,

dF 
d a ,

= -98/iCt + 68jAPhhD\

-  -9SfiCt + 68/i[pwW -  K]

dH
| -  = G - p , F - f l [ < r , P tDt +<jj P „W]

(3-34)

(3-35)

(3-36)

and the Nash equilibria would be:

Probability times 
M agnitude of Fine, p eF

G ~ P hDh

(A) Not Hack, Do Nothing
[Hacker’s strategy, Social planner’s strategy]

(B)
Hack
SRD

(D) Mixed Hack, Mixed Hackback/  
Simply Recover Damages (SRD)

(C) Hack, Hackback

No liability:
Excessive
Hackback

x f i  H£l ] Ph'fdDf max(—,— —)
C„, J C, 9  C m

H ackback’s Net Benefit- 
to-M onitoring Cost Ratio

Figure 3-8. Nash equilibria of the firm’s problem 
(No liability rule)

107

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Figure 3-8 shows that, not holding counterstrikers liable for third party damages 

would cause a distortion that compounds the wedge already caused by the firm not 

incorporating the damage to the hacker’s systems into its cost-benefit calculations (Figure 

3-6). With both these distortions, the overall divergence of the private and socially- 

optimal solutions would be larger, as depicted in Figure 3-9.

Probability times 
M agnitude of Fine, p eF

G ~ P hDh...

(A) Not Hack, Do Nothing
[Hacker’s strategy, Social planner’s strategy]

(B)
Hack, SRD

(D) Mixed Hack, Mixed Hackback/ 
Simply Recover Damages (SRD)

(C) Hack, Hackback

Total divergence of 
private and socially- 
optimal solutions

rD, I Q - P h)dDf  f  j
] ■(0

L / vdJ '**>! +PkDf
c, 'e [ cm cm J

H ackback’s Net Benefit- 
to-M onitoring Cost Ratio

Figure 3-9. Divergence of private and socially-optimal equilibria

Thus, not holding firms liable for third-party damages would exacerbate the 

inefficiency of the laissez-faire hackback regime. Hence, there will now be two 

distortions that cause the private solution to diverge away from the socially-optimal 

solution: (a) the fact that the damage to the hacker’s system are social losses not 

considered by the firm (striped lines), and (b) the fact that the damage to third parties are
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social losses not internalized by active defenders (dotted lines). Thus, our model shows 

that liability rules for third-party damages function like an “invisible hand” guiding the 

private solution closer to the socially-optimal solution.

On top of liability rules, however, regulations are still needed to handle the other 

distortion. Besides, even if third-party liability rules are present, several “frictions” could 

cause a wedge between the efficient amount of hackback and the actual amount hackback 

(see Figure 3-10 below for the Nash equilibria when these frictions are present). For 

example, several of those caught in the line of crossfire are likely to not have enough 

computer sophistication to even detect that their systems have been hit.182 (This also 

brings in redistributive issues, since smaller and poorer sectors are more likely not to 

detect they suffered collateral damages.183) Also, others may decide not to sue given the

1 84transaction costs involved with going to court. Because of these concerns, liability 

rules for damage caused to third parties, in and of themselves, may not be enough to 

generate the optimal outcome. Consequently, on top of having liability rules, regulations 

establishing criteria and guidelines for valid hackback should be set in order to constrain 

the parties closer to the socially-optimal outcome.

182 We thank George Deltas for bringing up this point.
183 See also Katyal (2005): “If only the more wealthy can afford the private protection strategies (for 
example, car alarms, The Club, and the like), then they will be able to drive while the poor will not. 
Criminal law exists, in part, as a subsidy to poorer elements in a community. If everyone had to fend for 
themselves to prevent crime, the richer ... would be able to .. [spill over] some of the crime onto their 
poorer neighbors. ... private precautions cost money, and to expect those with less in society to bear a 
greater share of crime can offend notions of distributional justice.” However, as Smith (2005) points out, 
“[if] wrongdoers did not know that a [hackback] system was in place, they might actually decide to reduce 
their law-breaking .. like the Lojack system [which are] effective and hidden security measure [that are] a 
form of ‘positive externality-generating unobservable self-protection’ [in the sense of Ayres and Levitt 
(1998)].”
184 Also, the damage may be de minimis, in which case resort to courts may not be available (see Epstein 
2005).
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Probability times 
M agnitude of Fine, p eF

G ~ P hD t

(A) Not Hack, Do Nothing
[Hacker’s strategy, Firm’s strategy]

(D) Mixed Hack, Mixed Hackback/  
Simply Recover Damages (SRD)

(C) Hack, Hackback

Excessive
Hackback Due to Frictions 
in Enforcing Liability Rules

U  Cm )  C, V  C m
H ackback’s Net Benefit- 
to-M onitoring Cost Ratio

Figure 3-10. Nash equilibria of the firm’s problem 
(Due to frictions in enforcing liability rules, only a fraction 1-n goes to court)

6. W HAT TH E LAW ON SELF-DEFENSE IN CYBERSPACE SHOULD BE

Given the results of the model, we are now ready to formulate what the law on self- 

defense in cyberspace ought to be.

First and foremost, we do not see any overriding reason why the law should outright 

deny firms the right to exercise self-defense in cyberspace (see, for example, equilibria C 

and D of Figure 3-7 where the availability of hackback increases the social welfare). 

Although the general stance of the law has been not to allow retaliation, in many cases in 

the Internet, however, police enforcement is ineffective because of the speed by which 

attacks cause grave damage, and because hackers can hide in places outside the 

jurisdiction of countries with active enforcement against hacking. With the time and

110

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

expense associated with court-administered remedies, the availability of self-help could 

provide an equitable solution (Brandon et al. 1984, pp. 869-70). Also, as previously 

mentioned (see supra text accompanying note 147), the law in fact allows the use of self- 

defense in other areas such as the use of reasonable force in self-defense or in defense of 

property in criminal law (see American Law Institute [1985], secs. 3.04 and 3.06), to

185 *recovery of property in tort law. Lastly, by deterring criminals, active defense can 

supplement law enforcement: once precedents of hackers experiencing damage from 

counterstrike are established, a large number of script kiddies would vanish (see 

discussions in Section 2.3 on the deterrent effect of hackback). In sum, we think that 

absent the showing of widespread misuse, active defense should not be outlawed at the 

outset (see also Epstein 2005).

Secondly, counterstrikes can, however, function as a wrong against innocent third 

parties and what passes as self-defense may in reality be another wrong. Similarly, self- 

help though originally justified can bring about several harmful results.186 Thus, in order 

that the right of self-defense should not be abused, we think that reasonableness standards 

must be instituted and resort to legal remedies prescribed when the planned counter­

actions fall outside their boundaries (Epstein 2005). Hence, in our view, the law should

185 In fact, even in the law of self-defense among nations, the general stance of international law is that 
nations should “refrain in their international relations from the threat or use of force against the territorial 
integrity or political independence of any state” (Charter of the United Nations, Art. 2[4]), but that 
“[n]othing in the [UN] Charter shall impair the inherent right of individual or collective self-defence if an 
armed attack occurs against a [member nation], until the Security Council has taken measures necessary to 
maintain international peace and security.” (Charter of the United Nations, Art. 51) (see also Military and 
Paramilitary Activities in and against Nicaragua (Nicar. v. U.S.), Jurisdiction and Admissibility, 1984 ICJ 
Rep. 392 June 27, 1986)
186 The standard litany of criticisms of hackback include misidentification problems, use of automated 
program by counter-strikers, shooting matches between trigger-happy defenders and intruders, self- 
proclaimed “white hats” releasing worm patches with good intention but with terrible results, etc. (see, for 
example, Katyal 2005).
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in some instances allow (though not require) resort to self-help remedies, yet at the same 

time regulate the exercise of the privilege so as to check against its potential abuse.

This is where we differ from Himma (2004), Kerr (2005) and Katyal (2005) in that 

while we recognize that excesses and abuses can potentially occur, for us, this does not 

necessarily mean that the privilege of self-defense should be denied outright. Given the 

potential benefits self-help can generate when used responsibly, we think that regulating 

the exercise of the privilege is the best way to deal with these potential excesses.

Based on our model results, the governing regulation on self-defense in cyberspace 

should have the following features:

(1) Attacked firms and individuals can hack back if, and only if, the following 

requirements are satisfied:

(a) Hackback does not result in greater harm to innocent parties compared to the 

damage to the defender’s systems that is sought to be mitigated. Furthermore, due care 

should be exercised to avoid or minimize damage to third parties and the purpose of the 

hackback should be limited to the prevention of damage to the firm’s information 

technology infrastructure.

(b) Recourse to other alternatives is either ineffective or impractical. In particular, 

this occurs when:

(i) police enforcement is ineffective. Lemmas 3-1 and 3-3 show that effective

criminal law enforcement provides wide-ranging deterrence against cybercrimes and

does away with the need for counterstrikes or civil litigation.

(ii) litigation is impractical (see discussions in Sections 2.3 and 2.4).
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(iii) a more defensive strategy, such as simply recovering damages or simply 

dropping incoming packets, would not deter the hacker.

In short, active defense is an extraordinary remedy, available only when other 

alternatives are ineffective or impractical.

(c) There is a serious prospect of success. There must be a relatively high chance of 

hitting the hacker, instead of hitting innocent persons. Thus, reasonable effort must be 

exerted to employ state-of-the-art traceback technology.

(d) Reasonable effort must be exerted to employ good IDS technology. This helps 

the firm to more carefully ascertain the existence or the imminence of the attack/danger; 

it also decreases the error of hitting innocent persons; and enhances the deterrent effect of 

hackback (see Section 3).

If a firm hacks back without these conditions being present, it oversteps the bounds 

for reasonable exercise of self-defense in cyberspace. The law can hold those who 

exercise self-help not in a legally permissible manner, liable for penalties.

(2) Even if those preconditions are present -  and thus the exercise of the privilege is 

justified -  the conduct during hackback must also be regulated by the law:

(a) In order to internalize the damage to third parties, active defenders should be held 

liable to third parties caught in the crossfire. Not holding active defenders responsible for 

the consequences of their action will result in externalities and excessive amount of 

hackback activity (see Figure 3-8).187

187 We have also looked at the issue of notifying the third party of the hackback action and conclude that 
though notifying potential third party victims is a valid concern, there are probably other alternative ways 
of informing them other than through public registry. One concern about registration is that the attacked 
firm’s reputation could suffer with the publication that it was hacked, which could negatively affect its 
revenue and stock prices. For instance, a Boeing senior info security officer we have talked to informed us 
that their company’s hackback decision involves a team of senior officers (including marketing) and not
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(b) Counter-strikers must also use only “proportionate force”, that is, they must not 

wantonly damage the hackers’ digital systems out of retaliation, but rather, only use force 

that is necessary to avoid damage to their own systems (see Figure 3-6).

In sum, the law needs to layer liability rules on top of the reasonableness conditions. 

Thus, our proposed law of self-defense in cyberspace clearly prohibits retaliation188 or 

vigilante justice. For this reason, we think that Symbiot, Inc.’s “asymmetric 

responses”189 would most likely fall outside the scope of what we consider legitimate

just an information security officer decision, because of the concern that hacking back might give the 
impression that their IT systems are insecure. If attacked firms are required to register, such concern for 
the firm’s reputation could result in them not hacking back at all, and thus hackback will be 
“underprovided”. Thus, an alternative way could be to inform affected third parties directly, such as for 
example, Mullen’s (2002) proposed technology which shows a console message that gives “detailed 
information on what occurred and how to easily disable [the anti-worm] code, [as in fact] simply closing 
the console application will remove [the anti-worm] code from memory”. Ways like this may be possible 
ways notifying the third party.
188 Under our proposed rules, a third party caught in the cross-fire cannot simply hack back the original 
attacked party in retaliation. The main idea of active self-defense is that it is an action meant to minimize 
damage to one’s self and not to inflict damage on the other, so that if the third party exercises active 
defense in order to reduce damage to him, then we envision that to be a valid exercise of hackback; but on 
the contrary, if such third party simply hacks back in retaliation, then such is prohibited. The rules then are 
also meant to address such possibility. Thus, valid active self-defense should generally be exercised while 
the attack is ongoing and not an after thought after the fact, at the time that there is no more damage to 
mitigate. At that stage, it is the authorities who take over and the privilege to exercise active defense 
ceases.

Also, instituting liability rules will also help address this possibility of hackback wars, because under 
these rules, the third party, if it decides to hackback the original attacked firm, becomes itself subject to the 
rules of active defense, which includes liability to any party (including the original attacked party) for 
damages. This too should reduce the possibility of the cascade effect. In short, the third party also has the 
right to exercise self-help, including prohibiting access/pass through to its systems, as well as more active 
forms of self-defense (subject to the same hackback rules).

So, we conclude that the possibility of cascade of war, if not totally checked, is at least minimized by 
our regulations for a valid exercise of self-defense as well as our liability rules. As an example: since our 
paper show that both the reasonableness regulations and the liability rules reduce the region that the firm 
hacks back; then, say for instance that the overall hackback * mistake probability is p, and that this is 
reduced by the rules from p to say, p(l-r), and let’s say for simplicity that A hack backs B, who hacks 
backs C, etc. ad infinitum, and that the damage in each case is D, then the overall sum of damages is 
lowered from Dp/[ 1 -p] to Dp(l-r)/[l-p(l-r)]. Thus, at least, the effects are minimized.

In sum, we think at this possibility of cascade of war is an important consideration. Our conclusion is 
that our liability rules and reasonableness regulations help alleviate this problem. But it is a complex 
problem, and with full scale modeling with three or more parties and otherwise, will need a lot of future 
work, and opens up a whole new field of research. This is thus a promising future area of investigation.
189 Which Symbiot defined as: “(1) escalated multilateral profiling and blacklisting of upstream providers; 
(2) distributed denial of service eounterstrikes; (3) special operations experts applying invasive techniques; 
and (4) combined operations which apply financial derivatives, publicity disinformation, and other 
techniques of psychological operations.” (Symbiot, Inc. 2004a)
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exercise of self-defense.190 (Some of their less aggressive measures, however, such as 

defensive measures employed in pursuit of a “symmetric” response (for example, 

blocking a hostile act), or the use of honeypots to “divert, quarantine, and study the 

probable hostile acts in progress” [see Symbiot, Inc. 2004a] may be within the purview 

of the rules we contemplate.) In contrast, we consider more Mullen’s (2002) 

“neutralizing agent” technology, which either places a mutex191 on the attacking box in 

order to prevent the Nimda and Code Red II worms processes from executing, or “injects 

and IPSec rule directly into process memory to block the outbound port that the worm 

needs to propagate” in order to stop the attack, to be more along the lines of active self- 

defense we are contemplating.192 In short, the hackback we think of is one not intended 

for inflicting damages but more in a way of defense.

7. CONCLUSIONS

We believe that self-defense springs from the natural instinct for self-preservation.

Hence, hackback should not be banned outright -  it is generally accepted that one has the 

right to defend one’s self and one’s property and, toward this end, use reasonable force 

(see Aquinas c.1271, II, II, Q.64, Art. 7). The fact that the exercise of this right can be

190 Asymmetric counterstrikes are “pre-emptive measures in response to distributed attacks orchestrated by 
a known source’ with ‘retaliation’ potentially ‘far in excess of the attack that the aggressor has underway.” 
(Smith 2005)
191 See Webopedia, Mutex, http://www.webopedia.com/TERM/rn/mutex.html: “Mutex” is “[s]hort for 
mutual exclusion object. In computer programming, a mutex is a program object that allows multiple 
program threads to share the same resource, such as file access, but not simultaneously. When a program is 
started, a mutex is created with a unique name. After this stage, any thread that needs the resource must 
lock the mutex from other threads while it is using the resource. The mutex is set to unlock when the data is 
no longer needed or the routine is finished.”
192 In fact, Mullen claims: “we want to adhere not only to the concept of ‘reasonable force,’ but to utilize 
‘minimal force’ where at all possible. Our goal is not to ‘fix’ everyone’s systems, and not to teach lax 
administrators a lesson. Our goal is to stop the propagation of global worms.” (Mullen 2002)
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abused does not necessarily mean that the right should be denied at the outset; it does, 

however, mean that the exercise of the privilege should be regulated.

In this paper, we formulated criteria and guidelines that articulate under what 

circumstances self-defense is proper in cyberspace, and in what situations should we 

instead rely on the police or resort to the courts. Using a game-theoretic model of the 

interaction between the defender and the hacker, we were able to capture the interplay 

between legal remedies (police enforcement and court litigation), technology (IDS and 

traceback), and economic incentives (cost and benefits of self-help remedies), and thus 

develop specific rules or tests for resolving whether resort to hackback is justified vel 

non. Based on the results from the model, the criteria for valid resort to hackback are:

(1) other alternatives, such as police enforcement and resort to courts, are either 

ineffective or ineffectual; (2) there is a genuine prospect of hitting the hacker instead of 

innocent third parties; and (3) the damage that can be mitigated to the defender’s systems 

outweigh the potential damage to third parties. Additionally, when hackback is justified, 

the following rules govern conduct during hackback: (4) defenders must not use 

excessive force, that is, they must only use force necessary to defend their property and 

not needlessly destroy the hacker’s digital assets; and (5) counter-strikers would be held 

liable for damage to other third parties. Thus, liability rules should be set in place so that 

firms will internalize the damage to third parties, thereby bringing the private incentive to 

hackback closer to the socially-optimal outcome.

In sum, we conclude that the law should permit hackback in certain situations, but it 

should also layer third-party liability rules on top of reasonableness conditions in order to 

effectively rein the potential abuses of the self-help privilege.
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8. SUMMARY OF NOTATIONS AND PROOF OF PROPOSITIONS

Summary of Notations 

1. List o f  Parameters

G = hacker’s gain from hacking

D f =  firm’s damage due to hacking

Dh=  damage to the hacker if the firm hacks back

F  = fine the hacker pays if caught by law enforcers

W = amount awarded the firm if it wins the litigation

K  = cost of going to court

r = percentage of damage recovered if the firm decides to “simply recover damage”

h = percentage of damage mitigated by resorting to hackback

d = damage incurred by third parties (as percentage of the counter-striker’s damage)

pe = probability that the hacker gets caught by police enforcement

Ph = probability of hitting the hacker if the firm hacks back

p w = probability of winning the case if the firm litigates

8 = proportion of hackers in the population

tv = fraction of affected third parties who forgo suit against the counterstriker 

qi = probability of getting an IDS signal given that there is an intrusion 

q2 ~ probability of not getting an IDS signal given that there is no intrusion 

pi = probability of intrusion given the IDS signals an intrusion 

rj2 = probability of intrusion given the IDS does not signal an intrusion
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2. List o f  Strategy Elements

S = probability that the hacker hacks

ju = probability that the firm monitors in the no IDS case

0 7  = probability that the firm hacks back in the no IDS case

o2 -  probability that the firm litigates in the no IDS case

Hi = probability that the firm monitors if the IDS signals an intrusion

«/= probability that the firm hacks back if the IDS signals an intrusion

a2= probability that the firm litigates if the IDS signals an intrusion

p2 = probability that the firm monitors if the IDS does not signal an intrusion

/?/= probability that the firm hacks back if the IDS does not signal an intrusion

f 2-  probability that the firm litigates if the IDS does not signal an intrusion

Proof of Proposition 3-2.

dF dF
Equilibrium Bl:  Since ——  > ——  at all points within their domain, cr2 > crx. Since

dcr2 octx

C, < [PttW  ~ K ) , > 0 =>£7 2 = l= > c r j= 0 => = - C m + 6d{pwW - K  + rDf -  Ct
o <72 0 (l

C
=> 8  = — 1--------------------   r • This is true for 0 < 8  < 1 or, equivalently,

6 \pwW - K  + rDf - C t \

1 p wW - K  + rDf - C t BH G - p F
— < ------------------------  .  = G -  p . F  -  L i p J V  = >  u = -------- -— . This is true for
e  c m d s  *  Pww

0 < jU<l or 0 < G -  p eF < p wW . Equilibrium B2: p eF < G -  p wW  =>

0 < G - p eF -  PwW . p eF  < G -  p hDh => 0  < G - p eF -  p hDh. Together, they 

imply 8  = 1. Given <5 = 1, and (cr, = 0,<r2 = 1) as in equilibrium B 1 above,
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^F
—  = - C m + d{pwW - K  + rDf  -  Ct }> 0 in the region. Hence, ( l -  1. Equilibrium C:

dF dF . . [phh - ( l - p h) + r]Df - C ,  rDf
- —  > - —  => o x > <T7. Since m the reg io n --------------------------- -------- > — —,
M  d a 2 Cm Cm

dF dH
- —  >0=>£T] = 1 => <72 = 0 . Thus, —— = G -  p eF -  fJphF>h > 0 in the region 
dcrx do

*\ j-i

G ~PhDh > PeF , m d S  = l.  Hence, —  = - C m + d { p hh - ( \ - p h)d + r]Df - C (}>0=>

/l = \ . Equilibrium D: <J, = 1 and cr2 = 0 as in equilibrium C above.

dF C
Suppose —  = 0 . Then, 8  = —\------------------------------------- r. This is true for 0 < 8 < 1

dju 0{[phh - ( l - p h)d + r]Df - C t \

1 J P h h ~ ( l ~  P h ) d  + r]Df - C t dH ^  ^  .. n
~ < -----------------    • In this case, —  = G - p eF -  p p hD h

G  — n  F
ji —-------- £— xhis is true for 0 < fi  < 1 or 0 < G -  p eF < p hDh.

PhDh

Lemma 3-2. (a) JUx(X2 > and (b) jlx(Xx > f l2P\ •

dF dF
Proof. To prove (a), we only need to show th a t  >  at all points within

djuxa 2 dn2p 2

dF
their domain. --------- = [qx68 + ( l - q 2)(l-08)]rjx{pwW - K - C , } .

d[ixa 2

dF
[(1 -  qx )08 + q2 (1 -  0S)]7]2 {pwW - K - C t}.

dp-iPi 

dF dF
= [qx0 8 - ( l - q x) 0 8 ] { p wW -  K - C t} .  The first term is positive. The

df ixa 2 d f i2P 2

dF
second term is negative only if [p wW - K ] < C t], which means that - —  < 0 and

dcx 2
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dF
— • < 0 , which respectively means that a 2 -  0 and fi2 = 0 . The proof of (b) is 
dp2

analogous.

Lem m a 3-3. G < p eF  => 8  = 0, p x -  / /2 = 0 => p xa x = p xa 2 = = / /2/?2 = 0.

Proof. < 0 becauseG < p eF , and fixa xPhDh, jUxa 2p wW  , j n J xp hDh,

jU2ft2p wW  , qi and 1- qi are all > 0 => 8 -  0 in equilibrium. Substituting in <5 = 0, 

dF dF
—  (S  = 0) = ( l - * 2) [ - C J  < O a n d f - t f  = 0) = q2[-Cm]< 0 = > // ,=  n 2 = 0 in
d//j d//2

equilibrium.

Proof of Proposition 3-3.

3F 8F
Since -  K  < C. =>----- , -------< 0 , all equilibria here have the common feature

d a 2 d/32

that a 2 = p 2 = Oin equilibrium.

(a) Equilibrium B: Since [(1 -  qx )6 8 + q2 (1 -  68)] and[qx68  + (1 — q2 )(1 -  68)] are both

dF dF
positive, the signs o f  a n d  follow the signs of

djux dju2

 =- + a x { Phh -  (1 - p h )d]Df  -  C,}+ rDf  and
V\

*\ J-t

 — + /3X\ p hh -  (1 -  p h )d]Df  -  Ct}+ rDf , respectively. That is, - —  < 0 if
Vi dfl\

, . n  l , ,  _  a x\ p hh - ( \ - p h)d]Df - C , \ + r D f 
VifeA Phh (1 Ph)d]Df a xCt +rDf }< Cm or

C.
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< ax = max
qxe  + { \ - q 2) { \ - 6 )  rDf

(if <5 = 1), which is trae if
c n

[phh - ( l - p h)d + r]Df - C t . dF n ,r
---------------------------------------< a, .  L ikew ise, < 0 if

Cm dju2

t h l P d P t h - d - p „ ) d ] D ,  - f t C , + r D f \< C„ or

M / ’. ' i - O - f ’.M lB ,- C .J + r D ,  ( \ - q )B + q2( i - 0 )  s , ,  u . v . .
---------------------------------------------— < a, = -----------------     (if o = 1), which is true

Cm (1 - q x)d

[phh - { \ -  p h)d + r]Df - C t
i f ----------------------------------   < a2. (For simplicity, we assume that

C/n

> r2 l . .) w e  need to show that 5  = 1.

dH—— (fJ,x = ju2 = 0) = G -  p eF  > 0 in the region, implying that <5 = 1. 
dS

dF
(b) Equilibrium Cl:  Since a 2 = fd2 = 0 , jux = 1 if - —  > 0 or if

oflx

I I \ . P h h - ( \ - P h l d + r ^ D f - C f
ql{al[prr - { \ - p r)d]Df - a xCt +rDf \ > C m o r ^ ---------- f-------^ > a t (if

dF
a, = 1 and S  = 1). We need to check that a, = 1. - —  = qld -[phh - ( \ -  p h)d]Df - C . .

d a x

dF
q,6>  0 , and [phh -  (1 -  p h)d]Df -  C, > 0 in the region. Thus, - —  > 0 => a x = 1.

da,

dH
Lastly, we need to check that <5 = 1. —— = G -  p eF -  qxp hD h > 0 in the region. Hence,

do

. <5 = 1.
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(c) Equilibrium C2: — \  > 0 (since p eF  < G -  p hDh) => 8  = 1. Since 
do

> a 2 > a x > , then [phh -  (1 -  p h)]Df  > Ct , implying

dF
that a x = /?, = 1. - — (ax = p x -  5  = 1) =

[qxe  + ( \ - q 2) { \ - d ) ] \ - C m + q'6 \ Phh - ( l -  Ph)d + r]D - C , }  
{ qxe  + ( \ - q 2) ( \ - 6 )

... ■ .u [phh - ( l - p h)d + r]Df - C t .
positive m the ra n g e -----------------------------   > a2 > ax. Likewise,

Cm

\
which is

dF
dju2

(ax =/]x = S  = l) = [ ( l - q x)e + q2( l - 0 ) ] - ( - C m+ -  ^ -J x)dn A Phh - ( l - p h)d + r]D
( l - qi)0 + q2( l - d )

[ P hh - ( 1 ~  p h)d + r]Df  - C ,
is positive in the ran g e----------------------------- ---------> a2.

iPhh - { l -  p h)d + r]Df - C t rDf
(d) Equilibrium D l:  In the reg ion  ------------------   > a, >

Cm

d F  n  ̂ d F- —  > 0 and - —  
d(Xx d/5x\ P hh  -  (1 -  p h )d\Df  > C , . Thus, - —  > 0 and > 0 implying that a x = Px = 1.

Given a x = 1, n 2p x = ^i2fi2 = juxa 2 = 0,  = G -  p eF  -  qxJux p hDh. Suppose = 0.

Q — p  JP
Then, [ix = ---------— where f ix e (0,1) or 0 < G -  p eF  < qxp hDh. Given that p\  = mixed

PhDh

(that is, = 0), then d  = -----1--------------------- —— .--------------------------.
d/ix qxe \ p hh - { \ - p h)d + r]Df - C t ) - e { q x+ q 2 - \ ) C m

S e  (0,1) implies Cm <\_phh - ( l - Ph) + r]Df ~ C t }— —— ^ L— — - o r
( l - d ) { \ - q 2) + 6qx
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[phh - { \ - p h)d+]Df - C t dF
 — > a2. We need to show that P2 = 0.  < 0 if

G m

[(1 -  qx)6S + q2( 1 -  66)]• Cm > (1 -  qx) 6 S • I p hh -  (1 -  p h)d + r]Df -  C, }, or if

1 +  -
<h q 2

(1 - q x)0S (1 - q x)
> , or, given that

a - « 2 ) c .
<hd \ p hh  -  (I -  Ph )d + r]Df -  Ct} -  6(qx + q2 -  1)C„

if

q 2 W  -  (1 -  P* )d + r]D , -  C, -  Cm }+ (1 -  q 2 )C,„

a - o c *
I p . / i - d - p j o f  + r ] ^  - C , } o r i f

c m

l P k h - ( X - p h)d + r]Df - C l } i w h ich

Cm
IS

true since qi and qz are both greater than 0.5 by assumption. Therefore, p 2 = 0. Hence,

* ^  r, .  ^  j [ p hh - ( l - p h)d + r]Df - C
for G - q xp hDh < p eF < G a n d    > a2,

( l - 9 2)Cm f fn. ^ G - P e F  ,o — 1 1 1    1----- , U\CC\ —--------  —  and
^ l P h h ~ 0 - - P h)d + r}D f - C t \ - 0 ( q x + q 2 - 1  )Cm qxPhDh

jiixa 2 = P2f3x = j i2P2 = Oare equilibrium strategies.

(e) Equilibrium D2:
[phh - Q -~  P h ) d  +  r]Df - C ,  

Cm

rDf
> a2 > ax > — — => 

G m

[phh -  (1 -  p h )d]Df > Ct => a x = = 1 in the range. Suppose
dH dF
d S  djU2

=  0

— - = 0 => p 2 = ——— -— P'‘ if pi = 1. This is true for jU2 e (0,1) or 
(X~9i)PhDh

dF
G - P hDh < PeF < G - q xp hDh . — -  = 0=>

dpz
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s = ________________________<hCjn________________________
9(qx +q2 - 1 )Cm + (1 -  qx )d{[phh -  (1 -  p h )d + r]Df -  C, j

. This is true for S  e (0,1) or

(1 - 0 ) q 2 + 0(1 - q x)
or

[phh - ( l -  p h)d + r]Df - C ,  dF
----------------------------- --------> a2. Verify that pi  = 1 o r  > 0 . This is true if

3//,

[qx6 6 + ( \ - q 1) ( \ - 6 8 ) \ C m < q xe s - l p hh - ( l - p h)d + r]Df - C , \  or if

1 +
( l - q 2) ( l - e S )

qx0S

t Phh ~ 0 - -  Ph)d + r]Df  -  Cf}
or, given that

S  = -------------------------------------------------------------------------- ,, is equivalent to
0(qx + q 2 - 1 )Cm + (1 -  qx)0{[phh -  (1 - p h)d + r]Df -  C, }

Cgi + g 2 ~ 1)gm + a-g i){ [p /, ^ - ( l - p ftM + y]Z)/ - c t} (1 - q 2) 

Qi Qj 4i

J p hh - 0 - - p h)d + r]Df - C , \

or 1 + a -?2 ) ( } - q l ){[phh - ( \ - p h)d + r]Df - C , - C m} 

$2 C/n
\ p hh - { \ - p h)d + r]Df - C ,}

C.

or
C.

( l - q 2) ( l - q x) {[phh - ( l - p h)d + r]Df - C , - C m\ J p hh - ( l - p h)d + r]Df - C t } i w h ich is

true since q) and q2 are both greater than 0.5 by assumption. Hence, juj = 1.

(1 - q . ) e  + q -< \-ff) p wW - K  + rDf - C .
Proposition 3-4. When a, < a 2 =      — < --------------------   ,

(1 -  )6> Cm

litigation is beneficial regardless of whether or not the IDS signals an intrusion. In this 

case, the following Bayesian Nash equilibria obtain:
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Probability times 
Magnitude of Fine, p eF

(A) S  =  0 , p 1a 1 =  p i a 2 =  p 2P i  =  P 2 P 2  =  0

G ~<l\PhDh ..

G ~ q lPwW  ' 

G - P h D h- 

G - p J T

(B l) P i  a .2 = mixed,
PiO-i= p2Pi =P202 = 0

(B2) 8, a.2 = mixed, 
/?2 = 1, a i =fii = 0

(C l) <5 = p 1a2 = p 2̂ 2 = 1, 
P i a 1 = p2J31 = 0

(D l) 8, piai = mixed, p ia2 -  p2fti = P 2P 2 =  0

(D2) 8, p2Pi = mixed, p ia i=  \ , p 2&2 = pia2=0

(C2) <5 =  p i a j  = p 2P i  = 1, 
PiO-2 = P2P2 = 0

a, PwW - K  + rDf - C , Hackback’s Net Benefit- 
to-Monitoring Cost Ratio

Figure 3-A1. Nash equilibria when litigation is beneficial
(IDS available)

p wW -  K  + rDf -  C,
Proof. Proof analogous to Proposition 3-3 w ith  -----     substituting for

C.

[phh - ( l -  p h)d + f ]Df - C ,

C.
, G - qlp wW  substituting forG - q xp hDh, etc.

Lem m a 3-4. r\i > 8 (given qx, q2 > 0.5).

Proof (by contradiction). Assume that qx <8.  Then, by algebraic manipulation, 

qx < qx8 + (1 -  q2 )(1 -  8) => qx < 1 -  q2. This is a contradiction since qi and q2 are both 

greater than 0.5 by assumption. Hence, ̂  > 8.

Proposition 3-5. When ax <
p wW - K  + rDf - C ,

< a2, litigation is beneficial when

the IDS signals an intrusion, but not otherwise. In this case, the following Bayesian Nash
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equilibria obtain:

Probability times 
Magnitude of Fine, peF

G - q xPhDh

G ~ qrp wW
G ~ P hDh

(A) d = 0,pIa1 = p1a2 = p2Pi = p2p2 = 0

(Bl)
S, p ia2 = 

mixed,
(Dl) S, pia.1 = mixed, pja2 = p2fij= p2fi2 =0

pi0.i-p2Pi =
P2P2 -  0

(Cl)
s -

(D2) S, p2fii = mixed, piO./= \ , p i a2-  p2p 2 = 0

(B2)
S = mixed 
pia2= 1, 
Pitti=p2Pi=
P2P2 -  0

mixed 
fii=1,
0.1 , a2,
P2 = 0

(C2) S=l ,
= 1 , p ia2 = p2p 2 = 0

h PwW - K  + rDf - C ,  ^  

Cm
Hackback’s Net Benefit- 
to-Monitoring Cost Ratio

Figure 3-A2. Nash equilibria when litigation is beneficial when the 
IDS signals an intrusion, but not otherwise

PwW - K  + rDf -C,
Proof. Proof analogous to Proposition 3-3 w ith ------------------- -------- substituting for

[ P h h - G ~  P h ) d  + r]Df -C ,
, etc.

Socially-Optimal Solution

Proof of Nash Equilibria for the Social Planner’s Problem. The proof is

dS
analogous to previous Nash equibria calculations taking note of the following: - —  > 0

OCTj
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if 08fi \phh -  (1 - p h )d]Df - C t > S/jphDh}, or if

[phh - ( l - p h)d + r]Df - C ,  l

e
> * D f  , P>Dk . In this case, a, — 1 and

dS_
djU 

8 =

= - C m + e 4 p „ h -  (1 -  p , ) d  + r]D,  -  C, } -  SphDh = 0

C.
for

e{[phh - ( l - p h)d + r}Df - C t \ - p hD,

Cm < ^ \ P h h - 0 - - P h ) d  + r]Df - C t \ -  p hDh, or

1 + P h D h

Cm

[phh - { \ ~ p h)d + r]Df - C t .
< -----------------------------   , Also, given <j, = 1,

^  = G -  p ,F  -  / j p f i ,  = 0 => f t  = for 0 < C -  p ,F  < p tD„.
dS  p hDh

Social Welfare Calculations

Region A: Case (a) hackback available: S* = 0 and ju* = 0 => S* = 0 . Case (b), 

hackback not available: S** = 0 and ff*  = 0 => S** = 0

Region B: Case (a): 6* = 1 and ju* = 0 cr* = 0 => S* = -6D f + [ G -  p eF ]. Case 

<T = 1 and p T  = 0 5** = -6D f + [ G - p eF ].

Region C: (a): S* - 1  and o \  = 1 =>

S* = —Cm — 6Ct + e{[phh + (1 -  p h)d]Df  - (1  -  r)Df  } + [ G - p eF -  p hDh].
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(b): 8** = 1 => S** = -6D f  + [G -  p eF ] . The net difference between the two pay-offs is 

-  Cm + d\_phh -  (1 -  p h)d + r]Df  -  Ct } -  p hD h which is positive under the region

[phh - ( \ - p h)d + r]Df - C ,  1
   >  —cm e i+

Region D : (a) 8* -

P h D h

C_

c.
---------------  r----------and ju* -  —— . (b)
(1 - p h)d + r]Df - C , \ -  p hDh p hDh

8** - 1  and S ** = -6D f  + [ G -  p eF ]. Hence, the difference between the two pay-offs is 

- p * C m+ 68*j i \ p hh -  (1 - p h)d + r]Df  -  C, }+ 6Df  (1 -  8*) - [G -  p eF](l  -  8 *). Since

8 * =

■M*cm+e

----------------------   1---- , then the first two terms equals
(1 - p h)d + r]Df - C l } - p hD h

C„
0 \ p hh -  (1 -  p h )d + r\Df -  C, } - p hDh

JU*{[phh - ( l - p h) d  + r]Df - C t}=0.

The last two terms equals (1 -  8) ■ {(9Df  - [ G -  p eF]\  which is positive

whenever 6Df > [ G -  p eF] .
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CHAPTER 4:

OPTIMAL MIX OF INDIVIDUAL PRECAUTIONS AND 
POLICE ENFORCEMENT WHEN RISKS ARE INTERRELATED: 

THE CASE OF CYBERCRIMES

1. INTRODUCTION

Is Internet security a public good? How should society handle the spill-over effects 

arising from the interrelatedness of Internet risks? What role, if any, does police 

enforcement play? What optimal combination of each of these security measures -  

police enforcement, and individual investments in both private and non-rivalrous security 

goods -  should be used to effectively combat cybercrimes?

In this paper, we argue that some, but not all, investments in security have the nature 

of public goods. A textbook definition is that a “public good is a commodity for which 

use of a unit of the good by one agent does not preclude its use by other agents.” 

(MasColell, Whinston, and Green 1995, p. 359). Put differently, public goods are goods 

which are nonrival or nondepletable: consumption by one person does not diminish or 

reduce the supply available to others.193 Classic examples are national defense, police 

protection, lighthouses, public parks, information and knowledge, clean air, etc. In 

contrast, private goods are goods “whose consumption only affects a single economic 

agent” (Varian 1992, p. 414). Classic examples of private goods are bread, shoes, etc.

193 A distinction is also sometimes made in the literature according to the excludability of an individual 
from the enjoyment of a public good. “Every private good is automatically excludable, but public goods 
may or may not be.” (MasColell, Whinston, and Green 1995, p. 360) For simplicity, we will abstract from 
the issue of excludability.
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On the basis of the above definition, we think that Internet security has both public 

and private goods aspects. Insofar as everyone shares common available risks (has a 

common pool of hackers and vulnerabilities that can be exploited), and will thus all 

benefit from the reduction in such common pool of risks (“public bads”), then Internet 

security has public goods aspects, in the same manner that police and fire protection are 

traditionally regarded as public goods. On the other hand, insofar as there are residual 

risks not entirely eliminated by police enforcement, individuals can protect themselves 

against the residual risks by investing in individual-level precautions. These individual 

precautions in turn can take one of two forms: (a) investments is private security goods 

(such as the purchase of firewalls, intrusion detection systems [IDS], anti-virus, security 

authentication codes, etc.); or (b) investments in non-rivalrous security goods (such as 

compiling information on software vulnerabilities, security holes, security incidents, 

hacking patterns, state of the art, etc.) which have the aspects of public goods. In sum, 

Internet security has both public and private goods dimensions; the public goods aspects 

of Internet security in turn can be provided either privately or publicly by the government 

(see Table 4-1 below).

Table 4-1. Private and Public Goods Aspects of Internet Security
Nature of the good/service How Provided

Privately (by individuals/firms) Publicly (by the 
government)

Private goods IDS, firewalls, etc.
Public information on attacks, 

vulnerabilities, solutions
police
enforcement/protection

Another important consideration is that, in the Internet, there is significant 

interrelatedness of risks giving rise to externalities among individual websites. For 

example, if an individual does not use an anti-virus to clean his/her system, the computer
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virus can affect not only his/her computer systems, but others’ as well. Hence, a 

computer system can be breached, not only directly but also indirectly through the 

negligence of other individuals in interconnected networks. In other words, privately 

provided private security goods do not have private benefits alone -  due to externalities, 

these private investments have spill-over effects to other Internet users (the public).

Thus, in this paper, we study a model that combines all of these elements (see Figure 

4-1):

— private investments in security;

— investments in security that have the nature of public goods;

— externalities; and

— public enforcement of law.

Security
measures

Individual
precautions

Public 
enforcement 
of law

Investment in 
private security 
goods

Investment in 
public security 
goods

External effects of 
one’s precautions to 
other individuals

Figure 4-1. Elements of the model

That is, we model the situation where firms invest in both private and public security 

goods, when there is public enforcement of law against hackers. The previous studies 

that have analyzed private security expenditures as a way to protect against crimes have
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modeled private precautions but leave out public enforcement of law in their models 

(Shavell 1991, Kobayashi 2005). In reality, crimes can be solved by a combination of 

private precautions and public enforcement of the law. Expenditures on police 

enforcement reduce the number of crime incidents, while investments in individual 

precautions reduce the effectiveness of criminals in causing harm to the victims. In this 

paper, we study a model where crimes are addressed through a combination of private 

and public measures. By so doing, we hope to capture the substitutability between the 

private and public responses, and determine what is the optimal combination of these 

approaches.

Although past studies have looked at some of the aspects mentioned in Figure 4-1 

individually and in isolation -  for example, Heal and Kunreather (2003) has looked at 

interrelatedness of risks, for example, in the context of terrorism and computer security; 

Shavell (1991) has looked at investments in rivalrous private precautions in general; and 

Kobayashi (2005) has considered investments in both private and public cybersecurity 

goods individually (that is, he considered separate investments in either of these goods, 

but not both of them together) -  none of these studies have looked at all the elements 

mentioned above together. Looking at these elements together, we think, presents a more 

holistic view of the various ways society can protect itself against cyberattacks, and 

enables one to see the interplay, substitutability and optimal combination of these means 

to effectively combat cyber-attacks. Also, by modeling the collective solution, we aim to 

examine what role, if any, cooperation plays in Internet security.

We find that just because Internet security has public goods aspect does not necessary 

mean that the government, rather than the individual, should provide it. Rather, the
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solution is a combination of public and private alternatives. The problem with ceding

entirely to the government the function of providing Internet security is that such a 

solution is susceptible to the well-known problem of “government failure”.194 On the 

other hand, the problem with adopting an entirely private solution is that such is 

susceptible to the problem of “market failure”: the externalities and public goods aspect 

of Internet security results in the divergence between the private solution and the 

socially-optimal solution. The solution therefore, we think, is a careful balance between 

private and public measures. Which brings us to the next result.

How then should society achieve and optimal allocation of security investments 

across the various public and private alternatives? We find that the socially-optimal level 

of security is achieved by combining private security investment, non-rivalrous security 

investment, and law enforcement measures in such a way that their marginal-social- 

benefit-to-marginal-social-cost ratios are equalized. These marginal social benefits of the

194 “Government failure” refers to the situation where government intervention, say geared at correcting a 
market failure, not only fails to generate societal efficiency, but actually makes the situation worse (see, for 
example, Colander 2004). The reasons for this are myriad. One is that government actions reflect politics, 
and may not necessarily reflect good economics or the constituent’s will. For example, politicians’ actions 
may be influenced by special interests, since politicians themselves abide by the laws of supply and 
demand. Second, even if assuming that the government is well-intentioned in solving the problem, its lack 
of information relative to the market may mean that it is not the best actor for the job. Third, intervention 
in markets is complex and can lead to unintended consequences, and so, even if the intervention solves one 
problem area, there could be some distortion effects in other areas of the economy. Lastly, because of the 
bureaucratic nature of the intervention process, government action adjusts slowly to allow for fine-tuning 
with the changing nature of market conditions (see Colander 2004).

In Internet security, government failure can manifest itself in the inability of the government to know 
what the optimal social level of cybersecurity should be, considering that it does not possess the error 
correction mechanism of the market’s profit and loss system (Coyne and Lesson, forthcoming; Powell 
2005). And because the public goods aspects of Internet security imply that these goods are not traded 
openly in the market, it is difficult for the government to estimate the socially-optimal level of 
cybersecurity and then measure it up against what was provided by the market (Powell 2005).
Furthermore, since the government does not have the same market pressures, it does not have the same 
incentive as the market participants to employ the hardware and software configuration that will reduce the 
damage from specific attacks, at the least cost (Coyne and Lesson, forthcoming). In fact, there may be 
public relations pressures on the bureaucrats to make them pressure firms to overspend instead (Powell 
2005). Another problem is that, once the regulation is passed, and the cybersecurity situation changes, it is 
often difficult for bureaucracy-tied policy-makers to assess, evaluate, and change the original policy. This 
is a particularly important consideration in the case of information security because of ever dynamic nature 
of the technology environment (Coyne and Lesson, forthcoming).
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private and public security good investments are greater than the marginal private 

benefits because individuals don’t take into account the spill-over effects their own 

security investments have on other computer systems, resulting in an underinvestment of 

both non-rivalrous and rivalrous security goods. Additionally, we find that in certain 

situations it would be optimal for the government to deliberately lower the level of police 

enforcement in order to induce firms to invest more in individual precautions.

Lastly, we find that under certain conditions, a cooperative undertaking results in the 

close approximation of the socially-optimal level of private and public security good 

investments and police enforcement expenditures. This thus lends support to the recent 

government initiative to encourage the formation of information sharing and assessment 

centers (ISACs). The Shapley (1953) value can be used as a criterion for allocating the 

costs and benefits among the members of an ISAC. Alternatively, tradeable externality 

permits may be considered as another mechanism for apportionment among group 

members. Some sort of political equilibrium mechanism wherein members vote so that 

their preferences may be incorporated into the group’s decision-making process may be 

considered as well.

This result further buttresses our conclusion that even if there is a market failure 

arising from public goods and externalities aspects of Internet security, it does not 

necessarily mean that government role is automatically prescribed to the exclusion of the 

private sector. Since under certain conditions the collective will approximate the 

socially-optimal solution, then some form decentralized group solution can be utilized in 

certain cases to help address the problem of Internet security. The situation we envision 

is some form of a group formation of the Buchanan (1965, 1999) type where members of
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the group choose the size of the group membership, the amount of the public good, and 

the incentives (that is, Pigouvian penalties and subsidies) (see, for example, Fabella 2005, 

which shows how contractarian governance can, under certain conditions, restore Pareto 

optimality in situations that would otherwise have resulted in an invisible hand failure).

A cooperative game theoretic formulation of this club theory is available (see, for 

example, Pauly 1967, 1970) and its specific application to Internet security along the 

lines contemplated here may be explored further.

We illustrate our results with specific functional forms and simulations.

Section 2 presents the model. Section 3 discusses the socially-optimal solution to the 

problem. Section 4 considers the individual’s private solution, while Section 5 delves 

into the cooperative solution of the model. Section 6 presents specific examples, 

illustrations of specific functional forms, as well as some simulations. Section 7 presents 

the conclusions and summary of the paper.

2. TH E M ODEL

In this section, we study a model of 2 symmetric risk-neutral firms and h identical risk- 

neutral hackers, and in Section 8 generalize the model to n firms. Hacking requires an 

effort level e to each hacker, while firm 1 and firm 2 spend, respectively, xl and x2 on 

private security goods, and y, and y2 on public security goods. The government decides 

on the level of police enforcement expenditures, z. The hacking effort costs c(e), while 

the cost of individual investments in private security goods, and the cost (per firm) of 

maintaining the police force, are respectively f(x) and g(z), where f '(x') > 0 ,  f " ( x )  > 0 ,

135

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

g' (z) > 0 , and g"(z.) > 0 by assumption. The cost per unit of non-rivalrous security 

goods are normalized to 1 for simplicity.

The hacker’s optimization problem is

MaxG{e,xx, x2, y T(yx, y 2),z) = e- g{xx, x2, y T(yx, y 2) , z ) -c(e) ,

£

where g( ) is the hacker’s gain from hacking, c(e) is the cost of the effort to the hacker, 

and yT, the total amount of non-rivalrous security goods available to both firms, equals 

yx + y 2. It is reasonable to suppose that the gain of the hacker decreases (at a decreasing

dg
rate) with an increase m any of the security measures xi, %2 , yr, and z, that is, —— < 0,

ox,

< 0 ,  —  < 0 ,  | L < 0 , ^ > 0 , ^ > 0 , i 4 > 0 , a n d i 4 > 0 .  We further
dx2 dyT dz dxx dx2 dyT dz

assume that c'(e) > 0 and c"(e) > 0 .

The hacker’s first-order condition is g(xx, x2, y T(yx, y 2),z) = c '(e ) , which defines 

e = e(xx, x2, yT (y ,, y 2), z) implicitly. Hence,

dg_

g(x\>x2, y T(yx, y 2) ,z) = c'(e(xx, x 2, y T(yl , y 2),z)),  and —  = c - — -  => —  = —f  < 0;
ax, dxx ax x c

h .  dg
dg „ de de dx2 ' dg „ de de dz n th. * • *- 2 -  = c  => - —  = — < 0 ; and - — = c • —  => —  = < 0. That is, the effort
dx2 dx2 dx2 c dz dz dz c

level of the hacker decreases, ceteris paribus, with an increase in any of the security

measures.
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Define p(x l , x 2, y T(y l , y 2),z)  to be the probability of the loss, L(xx, x2, y T(y l , y 2),z) 

to be the magnitude of loss, and sfx, , x2, y T(y], y 2),z) = L -  g to be the deadweight 

social welfare loss from hacking.

Police enforcement and private precautions lower the probability of one’s sites being 

attacked, thus:

P z ( x l , x 2 , y T ( y l , y 2 ) , z ) <  0 (4-2)

p*(xi*x2, y T(yl , y 2) , z ) < o .  (4-3)

Private security expenditures not only lower the probability of breach, but also lower the 

amount of the loss. For example, file recovery efforts like regular back-ups, and disaster 

planning strategies are designed to mitigate the amount of a loss arising from a computer 

incident. We also assume that public enforcement also lowers the magnitude of the loss, 

thus

Also, as mentioned in Chapters 1 and 2, in the Internet, security is interdependent. The 

lack of security in a network can cause damage not only to that network, but also to other 

networks linked to it. If a computer virus or worm, for instance, penetrates an 

unprotected machine, there is a chance that it can breach other computers as well, as in 

fact a lot of viruses reproduce themselves (Heal and Kunreuther 2003). Neglect by an 

individual therefore contributes to the probability of computer breach to other’s systems. 

The probability of computer intrusion in one firm depends not only on its own

LXl(xv x 2, y T(y l , y 2) , z ) < 0 (4-4)

Lz(xx, x2, y T{yx, y 2),z)  < 0 . (4-5)
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precautions, but also on the precautions of others. Likewise, one’s private precautions 

lower the probability of breach not only of one’s own computer systems but other 

systems as well. For example, if a computer administrator regularly uses anti-virus 

software, then it not only reduces its own probability of intrusion, but also lowers the 

probability that a virus or a worm can infect other computers through its machine. A 

very common example is the proliferation of emails with virus attachments. A person 

who does not anti-virus does not affect his/her machine only, since many viruses are 

programmed to be sent to others in the email group. Had the person used an anti-virus 

software and not been infected, the others would not have been infected also. Thus,

p Xl(xx, x2, y T(yl , y 2) , z ) < o .  (4-6)

We also assume that one’s private security expenditures also reduce the amount of 

others’ loss. Since compromised computers can be used to launch attacks against other 

computers, if one’s computers are not secure, hackers can possibly stage the attack 

against other websites through one’s systems. In the case of denial-of-service attacks 

(DoS) and distribute denial-of-service attacks (DDoS) against other sites, the amount of 

damage to the attacked site depends, among others, on the length of time of the attack and 

number of computers from where the attacks are staged. In essence, this implies that

Finally, we assume that the following hold with respect the second and cross-partial 

derivatives:

LX2(xl , x2, y T(yl , y 2) , z ) < 0 . (4-7)

PXtX2(^i’X2, y T( y , , y 2) , z ) > 0 (4-8)
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pv (xvx2̂ yT(yi^y2) )̂>o (4-9)

LXlXl(xl , x 2, y T(y l , y 2) , z ) > 0 (4-10)

Lzz(xl , x2, y T(yl , y 2) , z )>  0 (4-11)

h xz(xx,x2, y T{yx, y 2) , z ) > o (4-12)

Px(xi’x2’yT(yvy2)’Z)>° (4-13)

p V l (xv x2 ^ y T ( y ^ y 2 ^ z ) > o . (4-14)

3. THE SOCIALLY-OPTIMAL SOLUTION

Proposition 4-1. The socially-optimum level of security is achieved by equalizing the 

marginal benefit to marginal cost ratios of each of the three alternatives — private 

security investment, non-rivalrous security investment, and law enforcement measures.

Proof. The social planner’s problem is

Min 2 [f (x)  + g ( z ) \ +y T +h-  

{x, yT, z }

The first-order conditions are:

{x } 2 f \ x )  + h-{c'- (eXt +eX2) + e- (sXi + s X2) + s- (eXj + eX2 )}= 0 (4-16)

(4-17)

{z} 2g'(z) + h-{c ' -ez + e - s z + s - e z}= 0. (4-18)
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From the hacker’s first-order conditions, we know that c = g and by definition we have 

h
s = L - g  and p = — e . Substituting these into (4-16), (4-17) and (4-18), we know that, 

respectively,

~(Pxt +Px2)L ~ P(sXl+ s x2) = f ' M  (4-19)

- l ( P y TL+ p syJ  = l (4-20)

~  P z L -  p  • s z = g'(z)  (4-21)

The first term in equation (4-19), -  (pX[ + p X2 )L represents the total marginal diversion

effect. That is, because of the observable precaution, the probability of intrusion of a 

website is reduced as hackers are diverted to other sites that don’t have the observable 

precautions. Hence, the overall expected amount of loss caused by the hacker decreases 

as a result of installing observable precautions. In contrast to the standard results where 

the marginal diversion effect equals -  p x L  (see Shavell 1991, p. 129), here, because of

the interrelated of the security, the overall diversion effect has to account for the 

reduction in the probability of intrusion of a website as a result of the investments of 

security by the other website, -  p  L.

The second term in equation (4-19), -  p(sXi + sXi) = 1, represents the marginal social

waste reduction effect -  it captures the expected reduction in the amount of deadweight 

social welfare loss as a result of the security investment. By definition, this term can be 

decomposed into the expected amount stolen from the firm, -  p(L x̂ + L ) ,  that is, the 

marginal theft reduction effect in Shavell (1991)’s terminology, minus the expected
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reduction of the gain to the hacker, -  p( gX] + g Xi ) . As evident from the first part of this

decomposition, a website benefits from the security investment of another website which 

reduces the amount stolen from the first website. For example, in many cases, where 

compromised computers can be used to intrude into the target website, a stronger security 

infrastructure would decrease the amount of time the hacker would have to steal the 

target website’s computer systems.

Thus, in contrast to previous results, equation (4-19) shows that with the externalities, 

the social marginal benefit of investing in security now includes not only the reduction of 

the probability or amount stolen from one’s digital assets, but also the reduction of the 

probability of intrusion and amount stolen from the other website.

Dividing equations (4-19) and (4-21) by f ’(x) and g ’(z), respectively, proves the 

proposition. Hence, under the socially-optimal solution, the marginal benefit to marginal 

cost ratios of the private security good, the public security good, and law enforcement 

measures are equalized:

Corollary 4-1. The more responsive the probability and the magnitude of the loss is 

to a particular security measure, the more of that security measure should be used, 

holding constant the cost of providing such measure.

-O * . + P Xl) L ~ p ( s Xi + s Xi) _ - 2 ( p yrL+ psyr) ~  P z  ' L -  p- s.
g \ z )

(4-22)
/'(* ) 1
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Proof. Note that equation (4-22) can be rewritten in elasticity form. Thus, defining

=  f r  § ' and defining £ -  ■e • e -  • e - ' ' £ '» £>• ' e ' - ' £■■ ■and

£ analogously, equation (4-22) becomes:

pL
x

EL
X

pL p s
£  +  —  ■ £

x  ^  y r s-
pL p s

P z

f
x

1 8
. (4-23)

Hence, the social planner adjusts the level of private rivalrous and non-rivalrous security 

investments, and law enforcement expenditures, in accordance with the responsiveness to 

them of the probability of loss, the amount of social loss, and the cost of providing the 

security measures. In general, the more responsive is the probability of loss and the 

social loss to private rivalrous investment, the higher is the optimal level of private 

rivalrous investment. The same thing applies to private non-rivalrous security 

investments, and the public expenditures on law enforcement. This is akin to price 

discrimination by a monopolist who sells in different markets, and charges price 

according to the price elasticity of demand in these markets. Of course, in the present 

security case, the social planner also needs to take into account the responsiveness of the 

costs to these changes in the level of the different security measures.

4. TH E INDIVIDUAL SOLUTION

Proposition 4-2. The interrelatedness of the risks causes individual firms to underinvest 

in private security.
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Proof. Given the level of police enforcement and the firm 2’s level of private and 

public security investments, firm 1 chooses jc and y  to:

Min p{xx, x2, yT (y ,, y2), z )• L{xx, x 2, yT (yt , y2), z) + f ( x l ) + y, + g(z)

Comparing equation (4-19) with (4-25) proves the proposition.

For the firm, the motivation behind investing in precaution (marginal benefit) is the 

reduction in the expected cost of the harm to it. Equation (4-26) states that, for individual 

precaution to be at the optimal level, the cost to the firm of a little more precaution, 

normalized to 1 unit, should equal the decrease in the expected cost of the loss from 

hacking, both in terms of reduction in the intrusion rate and the reduction in the loss from 

intrusions.

Equation (4-26) implies that

(4-24)

where yT = yx + y 2.

The first-order (optimality) conditions are:

W  ~ PxSx i ’x 2 ’y r ( y ^ y 2 ) ^ ) -  L{xv x 2, y T(y l , y 2),z)

~ p{xi , x2, y T(y1, y 2) , z ) -LXi , x 2 , y T( y l , y 2) , z) =  f ' ( x )
(4-25)

{^ i}  ~  P y r { x l , x 2 , y T ( y l , y 2 ) , z ) - L {  x x , x2, y T ( y , , y2), z)

-  p{x1, x2, y T(yl , y 2),z)- LyT{x1, x2, y T(y1, y 2),z) = l
(4-26)

(4-27)

dp x
where £ = —-------, etc.

ox p
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Equation (4-27) says that the individual will equate the marginal cost to the reduction 

in the expected cost per unit of precaution multiplied by the sum of the responsiveness of 

both the probability and the magnitude of the loss to the change in one’s own private 

security investment. The higher the expected loss and the more responsive the 

probability of the loss and the magnitude of the loss are to the amount of precaution, the 

higher is the marginal benefit of the precaution, and thus the higher is the optimal level of 

private precaution.

Proposition 4-3. The level of public security goods is also underprovided, the public 

good nature of the security investment causes the divergence of the level of public 

security expenditures from the socially-optimal amount. However, the externality effect 

drops out; that is, in the case of public security goods, the positive “externality” of the 

one’s public security good investment to others is “internalized” by the firm in 

calculating its optimal level of public security goods.

Proof. Comparing (4-20) with (4-26) proves the proposition.

At first blush, it may seem that in the case of public security goods, there will both be 

the free-riding from the public good and the externality effect compounding together to 

worsen the underinvestment to a large extent. But upon perusal, we see that the 

“externality effect” drops out of the picture. The reason for this is that the individual 

already takes into account the positive effect upon him/her of the other person’s use of 

his/her privately provided public security good. It is as if he/she is making the other 

person as his/her agent (in the legal sense of the word) in that he/she knows that if he/she 

invests in the public security good, that same good will be available to the other party,
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which use of such good will reduce such party’s intrusion, which will then also indirectly 

benefit the original spender as well.

This is thus one less problem associated with the market solution and one argument in 

favor of it compared to the govemment-provided-security alternative.

Proposition 4-4. The amount of underinvestment in both the private security and 

public security goods investment worsens as the number of firms increases.

Proof. See Section 8.

The question that we address next is how a website’s choice of x* and y* changes 

with a change in the level of law enforcement expenditures, z.

Proposition 4-5. Under regular conditions, an increase in the government law 

enforcement expenditures lowers both private rivalrous and non-rivalrous expenditures, 

except if the cross elasticities of substitution between rivalrous and non-rivalrous security 

expenditures are so high they dominate the effect of the reduction in one type of private 

security expenditure caused by the increase in government expenditures.

Proof. The second website will face a similar optimization problem as the first 

website. We assume that the two firms are symmetrical so that xi  -  x 2 and y2 = y2 in 

equilibrium. Totally differentiating the first-order conditions given in equations (4-25) 

and (4-26), and, imposing symmetry, we arrive at a system of two equations, thus:

[(P XiXi + P V2 ) - L + p Xl- (LXi + L X2) + ( pXi + Px2) - LXi+ p -  (LV] + L XiX2 ) + f \ x ) [  d x

+ 2 • [pXxyT ■ L + p Xx ■ Lyr + PyT • LXi + p  ■ L^y J -  dy

+  \ p v L +  PxxL z +  P z L * , +  P - L xJ ' d z  = 0
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k P y Txx ^  P y Tx2 )  ^  P y T ' ( ^ x x +  k  )  ( P x x P x 2 )  '  ^ y T P  '  ( ^ y j - x ,  ^ y j - X ; ,  ) J '  d x

+ 2 [pyj.yr L + p yT LJt + p  ŷ  ■ Lyr + p  • LyryT ]• dy

+ \PyTzL + P y TL z + PzL yT + P - L yTz l dZ =  0

This is a system of implicit functions. Assuming that the determinant of the 

coefficient matrix at [x*, x*, y*, y*, z} is non-zero, by the implicit function theorem, we 

can solve for:

dx = - d z '

\ p v L  +  P x L z + p zL Xt + p - L xJ  

- \ P y Tz L +  P y r L z +  P z L yT +  P  ■ L y r z l

^ P y TyT ' L  +  P y T ' L y T 

+  P y T - L y T + P  L\  r  y-r » 
(

2-

) 't  >t J

L + P x> ■ L y ,

+  p v • L +  p  ■ L  v\  X  y T  X, r  X ] \ f  J

D

and

dy = -d z  ■

[pyTZL + p yrLz + p zLyT+ p - L yTZ\

-  [ P x tZL +  P x x k  + P z k + P  ■ k xz ]•

( P V l  +  P V 2  ) - L + P x x - ( k x +  k 2 )

+  ( P x x + P x 2 ) - k + P -  ( k *  +  k *2  )  +  f ^ X \  

f  ( P y rXl +  P y Tx2 ) - L + P y T < k + L J  'y T *1 * 2  •

+ (Px, + Px, ) • k  + P ' ( k x ,  + k x , )yrx, yTx2 > J

D

where

D =

/ [ ( / ? X ,X 1 +  P x xx2 )  • L  +  P x x • ( k  + L k  +  ( P *  +  P x 2 ) ’ k + P '  ( k x >  +  k x  2 )  +  f " k ) \

2  ‘ \ p  yTyT '  L  +  P y T L Jt +  P  yr  • L yT +  P  • L y r yT ^

^  ‘ 1P x xyT ’ L  +  P Xl '  L yr  +  P y T '  k  +  P  A t , y r  ] '

[ ( P y y - X ]  P  yTX2 )  P y T ' ( k  ^ x2 ^ ( P x\ P x 2 )  '  ^ y T P  ̂ k y Tx\ ^ y 7 x 2 ) ] y
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From the equations above, it is clear that —  < 0 —  < 0 , so long as it is not the case
dz \ d z

that both (a) the cross effects between x  andy are so great and (b) the elasticity of 

substitution between z and y (z and x)  is much greater than that between z and x  (z and y), 

as to overwhelm the effect of reduction x  (y) as a result of increase in z. Thus, in general, 

public expenditures on law enforcement has a moral hazard effect: if reduces the 

propensity of firms of invest in private and public security goods for its own protection.

Proposition 4-6. (a) The government decidedly lowers the level of police

enforcement in order to induce private firms to invest more in individual precautions, (b) 

As the number of firms, n, increases, and the amount of the underinvestment in private 

and public security goods investment correspondingly increase, the government also 

tailor-fits its adjustment according to the size of the underinvestment.

Proof, (a) Imposing symmetry, we have x, = x* = x*and yt = y 2 '= y*, which are 

both functions implicitly of z.

The government thus chooses z in order to

Min 2-[/{x*(z))+y*(z) + g(z)]

+ h jc[e(x*(z),x*(z),yr(y*(z),y*(z)),z)]+ j  (4-2

[e(x* (z), x* (z), y*T (y * (z), y* (z), z)- (z), x* (z), y*T (y * (z), y * (z), z)J

where y* = y*(z)+ y^Cz).

The first-order (optimality) condition is:
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, dx dy ,
/  • —  + ~ r -  + g  (Z) 

dz dz

f
+ h- c'(e) ■

\
dx* dx* dy*e —— I- e —— I- 2e —— h e 

* dz Xl dz y'T dz 1

+ h-e-
-V * -N * —V *dx dx _ dy

s x ^ — + s x ------ + 2s y ------ +  .?,
*■ dz 2 dz ■ dz

y /
+ h- s

\

* -v * * \ *dx dx .  dy er -z— + ex - r -  + 2ev —-  + , 
dz 2 dz dz

=  0 .

Solving for g \ z ) ,  we have

r) * 7)  *

P z L ~  P S Z + + P *Z )L + P ( S *  +  S * 2 " " ^ [1 + 2 p j r  L  + 2 p S VT ] = 8/(Z) ■

Substituting in for the firm’s first order conditions, equation (4-30) becomes:

V r .  -  . ] _ S-U)■P,L~PS, “ 'V- [t’. L+Pl-,, ~ p \ g „  + l ! , j \ - r-^-[p„L+P‘ „ ~Pg,' y T r O y T .

Thus, by comparing (4-31) with (4-21), we know that the government will deliberately 

underprovide on public law enforcement expenditures by the sum of the amount of the 

individual’s underinvestment in private and public security goods (that is, the difference 

between the social planner’s and the private firm’s first order conditions: equations (4- 

19) minus (4-25) and (4-20) minus (4-26)), weighted by the responsiveness of these 

security investments to law enforcement expenditures.

The proof of part (b) of the proposition (n-firm case) is in Section 8.

5. TH E COOPERATIVE SOLUTION

Proposition 4-7. Under the social loss case (that is, if L = s),  a cooperative results in 

socially-optimal levels of expenditures in police enforcement and private and public 

security goods investments.

Proof. The cooperative’s problem is to
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Min 2 • p{xx , x2, y T(yx, y 2), z) ■ L(xx, x2, yT (yx, y 2), z) + 2 • f ( x )  + yT + 2 • g(z)  
x , y T

The first-order conditions are:

M  -  lo*, + Px2 )L + P ( k t + L x 2 )J= / '( * )  (4-33)

f r r )  ~ 2[PyTL+ p L y \=l  (4-34)

which implies that

\ ( P X +  P x ) L + p ( L x + Lx )\ r 1
s ?-------- — - ^  =  - 2 \ p L + p L

f ' ( x ) yT yT
(4-35)

Government

Min 2[f(x**(z))+g(z)\+y*T*(z)

+ h jc[e(/*(z),x**(z),y**();**(z),y**(z)),z)]+ 1 (4-36)
I / ** / \ ** / \ * * . * * . .  ** \ / ** / \ ** / \ ** / ** / \ ** / \ il[e[x (z) ,x  (z ) , yT (y (z) ,y  (z),zj-5(x (z) ,x  (z ) , yT (y  (z ) , y  (z) , z )J 

The first-order condition is equal to

- P z L ~Psz - ^ \ f ' ( x )  + L(pXi + p X2) + p(sXi +sX2) ] - ^ - \ L  + 2PyTL + 2psyT}=g'(z) (4-37)

Substituting in the collective’s first-order condition (and if L = s),  this reduces to

-  p zL -  ps z = g ' ( z ) . (4-38)

As can be seen from the results of this section, a cooperative solution promises to 

approximate well the socially-optimal solution. This finding is consistent with the
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present move of the U.S. government to encourage the formation of ISACs. The question 

that now arises however is how ISAC group members among themselves can allocate the 

costs associated with generating the (public) security goods. Other than the ISAC 

member bargaining among themselves, one mechanism that could be explored is the 

creation of tradeable externality permits among the members of ISACs themselves, with 

the overall group “quota” on the externality determined by the coalition on the basis of 

optimization by the collective. Thus, under this scenario, the overall level of externalities 

that will be allowed will be determined on the basis on optimization by the collective, and 

then, the distribution of allowable externalities among the members will be priced out the 

members -  that is, those desirous to “use” the externality will purchase the externality 

permit by bidding for it.

If such “market-based” allocation of the externality would prove to be unwieldy in 

practice, then another solution that can be considered is the allocating among the 

members on the basis of his or her Shapley value:

= („ -  k)\(k -})1[V(C) _  V(C _  {/})] (4_39)
c n\

where k is the size of the coalition C, n is the total players, v(C) is the value of the 

coalition, v(C-{ij) is the value of the coalition without player i, and where the sum is 

taken over all the coalition C that includes i as a member. Since [v(C) -  v(C -  {/})] is the 

marginal contribution of i to the coalition C, the Shapley value of i simply reflects the 

expected marginal contribution of i. Hence, the Shapley value would be an appropriate 

measure in this case, since it approximates what an actual market mechanism would 

reward to the member for his/her contribution, and the Shapley value is a way of tying
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the pay-offs to the member’s marginal productivity, when an actual market cannot be 

arranged. This approach of applying the principles of cooperative game theory has been 

adopted in various cost-allocation games such as municipal cost-sharing (see, for 

example, Suzuki and Nakayama 1976; Young, Okada, and Hashimoto 1982), building 

airport runways (see, for example, Littlechild 1974, Littlechild and Owen 1973), and 

minimum cost spanning tree games (see, for example, Granot and Huberman 1981,

Granot and Huberman 1984, Megiddo 1978).

Another form of decentralized group solution that can be utilized is one of the 

Buchanan (1965; 1999) type where the members of the group choose the size of the 

group membership, the amount of the public good, and the incentives (that is, Pigouvian 

penalties and subsidies) (see, for example, Fabella 2005). A cooperative game-theoretic 

formulation of this club theory is available (see, for example, Pauly 1967, 1970) and its 

specific application to Internet security along the lines contemplated here may be 

explored further.

In sum, some form of decentralized group formation can be used to help address the 

problem of Internet security. Thus, it does not necessarily mean that just because there is 

a market failure arising from the public goods and externalities aspects of Internet 

security, government role is automatically prescribed to the exclusion of the private 

sector. Instead, both public and private sector initiatives can be utilized together.

In Table 4-2 below, we summarize the amounts of privately-provided private and 

public security goods, and the level of government-provided law enforcement 

expenditures, under different scenarios.
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Table 4-2. Summary of First-Order Conditions and Level of Security Investments
(By Type of Agent and Security Investment)

First Order Condition (or) Level of Private 
Security Good

Individual ~ P Xl •L - p -LXi = f \ x )
*

X

Collective - ( p Xi+ p X2) L - p ( L X:+ LX2) = f ' ( x )
**

X

Socially Optimal - ( PXl + PXl )L ~  p(sXl + sX2) = f \ x ) x°

First Order Condition (y) Level of Public 
Security Good

Individual - P y L - PLyr =1
if

y
Collective - 2 [ p yrL + p L yT\= l

**
j

Socially Optimal - 2 [ p yrL + p s yr\= l /

-
First Order Condition (z) Public 

Enforcement of 
Law

Individual
PzL psz dz [pX2 L + pLx% p - ( g Xi+ g Xi)]

- ^ \ P y TL + PSyT-PSyTb s \ z )

z

Collective - P z L - P Sz = S \ z ) z
Socially Optimal -  PZL - p s z = g \ z ) z°

6. EXAMPLES AND SIMULATIONS

We can illustrate the abovementioned results and make the discussions more concrete by 

specifying functional forms. We adopt the following functional specifications for the 

probability and loss functions:

p{xx,x2, y T,z)  = ( l - q )e ~ (m'yT+ez) + qe- ^ +̂ +(k) (4-40)

L(x , ,x2, y T,z) = a[(1 - q) • (xxyT)“z c +q-  (xxyT)a(x2yT)bz c] (4-41)

g{xx , x 2, y T, z) = M x l ,x 2, y T, z ) - a[(1 -  q) ■ (xx yT )a z c + q • (xxyT) "  (x2yT )b z c J  (4-42)

where X e  [0,1]. Thus,
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s (xl , x 2, y T, z )  = [ l - X \ - A [ ( l - q ) - ( x ly T) az c +  q - ( x l y T) a(x2y T)b z c\ (4-43)

We assume 0 < a,  ft, 0  < 1.

We thus decompose the attack into direct attacks and attacks staged indirectly through 

other compromised computers. Thus, equation (4-40) tells us that total probability of 

attack to firm 1 is the combination of the direct attack probability, eHox'yr+ft:), and the 

probability that firm 1 will be attacked indirectly through firm 2, g-^iJv+^r+fc) {l-q) 

provides a relative measure of the number of the direct computer attacks, while q 

provides a relative measure of attacks staged indirectly through other compromised 

computers. Thus, q measures the strength of the interdependence of the security of the 

two firms. That is, if q = 0, the indirect effect, q ■ g-^iJr+^r+ao  ̂(jr0pS out and the 

probability of attack is simply the probability of direct attack to firm 1. On the other 

hand, a relatively large q signifies that firm 1 must guard not only against direct attacks to 

its systems, but also attacks and viruses coming from computer computers. Normally, we 

expect q to be greater than 0, reflecting the interdependent nature of computer security, 

and at the same time q is expected to be less than 1/2, signifying that direct attacks 

always account for the greater portion of attacks than indirect attacks.

We note that the probability of attack ranges from 0 to 1 -  as it ought to be -  under 

these functional forms. Also, the probability of attack decreases with an increase in the 

level of the private security investment, the public security investment, or the law 

enforcement expenditures (see Figure 4-2 below). The same thing holds true for the 

magnitude of the loss. Thus, the probability times the magnitude of the loss goes down 

with jc ,  ) ’t , and z  (see, for example, Figure 4-3 below).
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0 0.5 1 1.5 2

Figure 4-2. p(xx,x 2, y T,z)  when xx = x 2 = z , y T = 1

Figure 4-3. p(xx,x 2, y T,z)- L(xx,x 2, y T,z)  when x x = x 2 = z, yT = 1

We also note that an increase in the security investment of firm 2, decreases the

0g-(«*l}T+/k2)Y+&)
indirect attack probability (that i s ,   ----------- < 0), but doesn’t affect the direct

dx.
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£  -(coclyT+&)

attack probability, as ----------   = 0 . In contrast, firm 1 can decrease the probability
ax2

that its systems will be breached either directly or indirectly by increasing its own

0g-(Q*i>’7•+*)
precaution, x ,, since b o th    a n d   ------------ are negative.

ox, dxj

The parameters a, ft, and 6 measure the relative effectiveness of one’s own 

precautions, other’s precautions, and police, protection, respectively, in reducing 

computer intrusions in one’s systems, while a, b, and c measure the same with respect to 

the reduction in the magnitude of the loss. We calculate next the first, second, and cross-

partial derivatives, thus:

LXi = J ^ \ - q ) a x xa~xyTaz c + q a x “~x yTa(x2yT)b z c\ (4-44)

LXj= Aq{xxyT)abx2b~xyThz c (4-45)

L yr = A \ ( l - q ) x iaayra~1z c +qxlax 2h(a + b)yTa+b~'zc\ (4-46)

Lz = A [( l -q ) ( x lyT)aczc~1+q(xlyT)a(x2yT)hczc~l \ (4-47)

p Kx = -OyT • [(1 -  q) ■ e~(ca'yT+<k) + q • ] (4-48)

p xi =  - p y T • [ q  • e -^ y T + ^ y r+ & )  j (4 .49)

p yr = - a x i (1 - q)e~(ax'y-'+dz) - (« * , + Px2)qe-im'yT+̂ +ei) (4-50)

p  ̂ = _(9[(i _  q ) . + q . e -(«oT+A2>*+ft> ] (4.51)

LV] = A [ ( a - Y ) ( l - q ) a x ^ 2yTaz c + q a ( a - \ ) x “~2 yT“ (x2yT)b z c\ (4-52)

Lxtx2 = Aqaxxa~ly Tabx2 ~xyTbz c (4-53)

L'x^ = A ^ - q ) a x “~xayTa~1z c + qaxx“~lx2 (a + b)yTa+h 'z ej (4-54)
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L x ,z  = A [ ( l - q ) a x la xy Tac z c 1 + q a x “ 1 y Ta(x2y T)bcz c 1

PVl = (ayT) %  -  q)e~{ax'yT+(k) + qe-(ax̂ +̂ y ^ J— (Otyr) ’ P

PV2 =(.0cyT){f3yT)[qe ■(ax.xyT+fh1yT+(k)

/V,y = - 4 a  -  q)e~(ax'yT+(k) + qe-(câ ^ +<k) ]
-  (ayT)[(1 -  q)eHwc'ŷ (-m :,) + qe- ^ ^ ^ { - o u x -  /3x2)] 

= - a - p - ( a y T)- p yj

(4-55)

(4-56)

(4-57)

(4-58)

(4-59)Pv  = -(«Vr )la  -  q)e-{m̂  (-<9) + qe ^ ^ ^  (~0)\ = - ( a y T) • p z .

We now illustrate the important points of our simulations with the use of graphs.

Figure 4-4 shows that the optimal level of Internet security should be determined by 

balancing the trade-off between the reduction in the probability times the magnitude of 

the loss and the cost associated with providing the security. Figure 4-5, on the other 

hand, depicts the marginal benefit of the precaution to the individual firm vis-a-vis the 

marginal benefit to the cooperative. The optimal level of precaution is determined by 

equalizing the marginal benefit to the marginal cost.

30 -i

25 -

20 -

15 -

10 -

0.4 0.5 0.6 0.7 0.8 0.9

Figure 4-4. p - L  + f ( x x) + yT + g(z) when xx = x2 = z, yT = 1, f ( x x) = 4xx
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Marginal Benefit /  Marginal Cost of x

45 -
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35 -
30 - 
25 -
20  -

S’ 15 -
10 -

0.2 0.25 0.3 0.35 0.4 0.45 0.5
Precaution (Private Good)

0.6 0.7

Coop Marg Benefit Indvl Marg Benefit Marginal Cost

Figure 4-5. Optimal private precaution: cooperative vs. individual solution

Also, as Proposition 1 implies, the marginal cost of a particular type of security 

measure is an important consideration in determining the optimal-level of investment in 

that security measure relative to the others. Our simulations confirm this point. Thus, 

under the abovementioned functional specifications, we find that as the marginal cost of 

the private security good increases, ceteris paribus, the investment in private security 

measures decreases relative to the level of investment in public security goods. More

yT ,
specifically, for the collective and social planner, —L = 2 /  (x) for any parameter

x

specification. (Mathematically, the reason for this is that, looking at the marginal benefit 

of x and yT for the collective and the social planner, we see that p Vr is basically equal to

p Xi + p X2 -  and Lyr ( 5 Vj. ) is basically equal to LXi + LXi ( +  sX2) -- with the x and yT

interchanged. Thus, from the first-order conditions, we know that that the marginal
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conditions for x and yT are simply differentiated by 2, the number of firms, and f ’(x), the 

marginal cost of x  (since the marginal cost of yr  is normalized to 1).)

As for the individual solution, although the relationship between yr and x  is not as

neatly summarized by a formula,195 our simulations show however that —  nonetheless
x

monotonically increases with the marginal cost of x, ceteris paribus. We find this to be 

true for different values of a, P, 0, X, q, a, b, and c. Thus, for example, if 

q = 0.5, a -  1.5,/? = 1, 6 = 0.5, a = -1.5, b = -1, c = -0.5, X = 0.5, and g ’(z) = 4, we have:

yT/x

2 32 5 41
f ' (x)

Figure 4-6. Individual firm’s yj/x as a function of f ( x )

195 The reason for the difference between the individual and the collective/socially-optimal cases will be 
discussed in the next result.
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X

1

. 2 5

f ( x )0

Figure 4-7. Individual firm’s x  as a function o f f ’(x)

y T

1 . 2 5

. 2 5

f ( x )

Figure 4-8. Individual firm’s yT as a function o f f ’(x)
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z

0 . 0 3 5

0 . 0 3

0 . 0 2 5

0 . 0 2

0 . 0 1 5

f ix)

Figure 4-9. Individual firm’s z as a function off ’(x)

Thus, as the above simulations illustrate, if the (marginal) costs of a security measure 

are high, the firms will tend to provide less of that security measure and substitute it with 

the others.

Another important finding we gather from the simulations is that, as q, the measure of 

interdependence, increases, the individual firm will increase investment in public security 

goods, yr, relative to its investment in private security goods, x .196 The reason for this is 

that, looking at the first-order conditions for yr and x, we see that the marginal benefit of 

the public and private security goods are differentiated by the terms 0x2 • ^e“(“C| V7+/?l2V' Tft:)

and b ■ q x “x 2hyTa+b~x z , representing the additional reduction in both the probability and 

magnitude of the loss that the individual firm achieves because its public security goods

196 Thus, for a  = 1.5,/? = 1, 9 = 0.5, X -  0.5, a = -1.5, b = -1, c = -0.5, f ( x )  = 4, and g ’(z) = 0.5, we havex = 
0.1923,0.2141, and 0.2355 for q = 0.2, 0.5, and 0.8 respectively, while yT = 1.0232, 1.2626, and 1.49, for 
the same values of q. Again, we have rigorously tried the simulations for different values of the parameters 
(for example, high/Yx) case, low/Yx) case, high g ’(z), low g ’(z), high/low a, high/low 9, high A/low X, 
high/low lal, etc.) and the result remains the same.
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investment is being used by other firm, which use in turn benefits firm 1. Hence, 

although firm 2 is technically free-riding on firm l ’s investment in public security good, 

such free-riding is actually benefiting firm 1, because the more secure firm 2 is, the less 

firm 1 is affected by intrusions coming its way through firm 2. Hence, the more 

interrelated cybersecurity is, the higher an individual firm’s public security investment 

relative to private security investment tends to be.

In contrast, the ratio of public-to-private security goods investment of both the social

y T ,
planner and the collective is constant at —-  = 2 • f  (x) and doesn’t vary with the level of

x

security interdependence, q. This formula states that the collective and social-planner 

will choose more public security investment relative to private security investment as its 

weapon of attack against cybercrimes, the higher the marginal cost of private security 

goods is, and the higher the number of firms (2 in this case). However, both the 

collective and the social planner will not vary their public-to-private security goods ratio 

according to the level of interdependence. On the other hand, although the individual 

firm also takes into account the marginal cost and the number of firms in its 

determination of its public-to-private security goods ratio, it also, on top of the above 

considerations, includes the level of interdependence in its calculation. The higher the 

level of interdependence, the bigger the bang per buck of its public security investment 

will be, since the more interdependent firms’ security are, the more will the “free-riding” 

by the other firms in its public goods investment benefit it.197 This phenomenon, 

however, does not apply in the case of the socially-optimal and the collective solution

197 In other words, the greater the interdependence, the more will a firm want other firms to “free-ride” on 
its non-rivalrOus security investment.
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because the social planner and the cooperative already takes into account the external 

effects of both the public goods and the private goods investment on other firms’

yT
security, and so, the ratio —-  is constant for different levels of q in those cases. In

x

contrast, in the case of the individual firm, while the public goods investments are 

available for use by the other firms (and which use by other firms benefits the security of 

the provider of the public security good), the private goods investments (by definition)

y
are not. Hence, for the individual firm, the ratio —  is higher the greater q is; for the

x

collective and the social planner, such ratio is constant with q and follows the

—  = 2 • f \ x )  formula, 
x

7. CONCLUSIONS

In reality, crimes are solved by a combination of private precautions and public 

enforcement of the law. Thus, in this paper, we studied a model where crimes are 

addressed through a combination of private and public measures. By so doing, we were 

able to capture the substitutability between the private and public responses as well as 

determine the optimal combination of those approaches.

In addition, our model captured two other important aspects of cybercrime protection. 

First, in the Internet, individual precautions can take one of two forms: (a) investments is 

private security goods (such as the purchase of firewalls); or (b) investments in non- 

rivalrous security goods (such as compiling information on software vulnerabilities, 

security holes, security incidents, and hacking patterns) which therefore have aspects of 

public goods. Second, in the Internet, there are significant interrelatedness of risks,
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which give rise to externalities among individual websites. That is, we studied a model 

that combines all of these elements: private investments in security; investments in 

security that has the nature of public goods; externalities; and public enforcement of law.

We found that the socially-optimal level of security is achieved by equalizing the 

marginal-benefit-to-marginal-cost ratios of each of the three alternatives -  private 

security investment, non-rivalrous security investment, and law enforcement measures. 

Furthermore, the interrelatedness of Internet risks causes individual firms to underinvest 

in private and public security goods. The government thus decidedly lowers the level of 

police enforcement expenditures in order to induce firms to invest more in individual 

precautions. We also found that, under certain conditions, cooperation results in socially- 

optimal levels of expenditures in private and public security goods expenditures. Our 

simulations illustrated the results of the model under several scenarios.

8. GENERAL CASE: n FIRM S 

Social P lanner

Min n[f(x) + g(z )]+yT
c[e(xl , x2 , yT (y ,, y2,..., yn), z)]

+ <?(Xj, X2 ,..., xn, ŷ  (yj > y 2 ’4"’ y > x 2 -̂"i xn, ŷ (yj > y 2 »•••> 3̂ «)> 2)

(4-A1) 

where:

yT = yi + y2 +-+yn

First Order Conditions:
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{x} nf '(x) + h-{c ' • (eXi +eX2+... + exJ  + e ■ (sXj + sXz+ ... + sXn) + s ■ (eXj + eXz h 

{yr } 1 + h-{c '-eyr + e - s yr + .y-eyr}= 0  

{z} ng'(z) + h-{c ' -ez + e - s z + s - e z}= 0.

Applying

, h np n
c = g \ s  = L - g - ,  p  = - e = > e  = —  ,e  = - p  etc.,

n h 1 h

we have:

V (=1 v /=i

- n ( p yrL + p j yr) = 1 

- p z ' L - p - s z = g '( z )

The Individual Solution

Min /?(x1,x2,...,x„,yr (y1,y 2,...,y J ,z )-L (x 1,x2,...,xn,y 7.(y1,y 2,...,; 

+ / ( * i )  + yi + g(z)

U ^ i l  I
\ x 2, y 2,...,xn, y n,zj  

M  ~ P Xl L ~ P  Lxx = / '( * )

W  -  PyT ’ L -  P - L yr

Notes: As n increases, underinvestment worsens!

Also, the “public good effect” worsens.

Totally differentiating the FOCs and imposing symmetry, we have:
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■■■+*, >1=0 
(4-A2)
(4-A3)

(4-A4)

(4-A5)

(4-A6) .. 

(4-A7)

J . z )
(4-A8)

(4-A9)

(4-A10)
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n  ̂ \  /  n N /" n \  /  n \

Z p v , ■L + Pxi - IX + Za •L, + p ■ ZLV, +/"w
1=1 y v 1=1 y V 1=1 y v <=i

+ n • • L + p Xl • l y T + p yr ■ L Xi + p- L Xiyr ]• dy

+ \px,zL+ P x. L z +  p L + p ■ L x . ]• dz =  0

• dx

n \  f  n \  f  n \  /  n

Z  P y r *  ■L + P y ,  ' Z L x, +  Z  Px,  • L V, +  P  ' Z L «
i=i )  V i=i /  v  i=i y v i=i y

+ n • [ p ^  - L +  p yr • Z,yr + p ^  • + p  • ]• dy

+  k rZi +  P y r  L z +  P z K  +  P  • 4 *  ]• *

■dx

Again, assuming that the determinant of the coefficient matrix at x*, 

is non-zero, by the implicit function theorem, we have:

dx = -dz  

and

\pv L + PXlK  + P A ,  + P ■ \ z ]' 

- \ P y Tz L + P y r L z + P z L y r + P - K z l

P y TyT ’ L +  P y T • L y ^

\ +  P y r  ^>7' P  4 r . 'T  y

n ■ *iyT yr
, +  p t  - L x + p  L r vv y r *i -*1 vr y

D

dy = -dz  ■

[p^L + p^A+pA, +^ '4d

- [ p A + p * A  + p A ,  + p A , J

^  ̂ \  f  n

+ Z j \  -LXi+ p -  Z L^
V vi= i y V i=i

Z a *, -L + ^ y r ' Z 4
1=1 y v i=i y
y « > y «

2 > ,+
v v <=i y

^yr + P
V i= i

D
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(4-A ll)

(4-A12)

*  *  1 
, - , y  , z )

(4-A13)

+ / '(* )

\

\

' yy

(4-A14)
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where

D

^  f  n '  ̂ f '  n \  /  n \  /  n 'N

Z  P v ,  ' L + P x t ■ Z L *. +  I l P * .  - L xx + P -  Z LV, +  f " ( x )  
<i=i J v «=i y v <=i y v <=i y

vn ' • L +  • K  + Pyr -Lyr+ P- K y r  ]
L + p Xi-LyT+ p yT

■ h X1
\ (  » \  (

Z  p * * , ■L +PyT - MIV <=i ) V 1=1 J Vv ;=i v <=i yy

(4-A15)

The government chooses z in order to

Min n- [ / (x* (z ) )+ y* (z )  + g(z)]

\c[e(x* (z),.., x* (z), y*T ( / (z),..., y*(z)), z)]+
+ h--

e(x* (z),...,x* (z), y*T (y* (z /  (z), z)- j (x* (z),..., x* (z), y*T (y* (z),..., y * (z), z)j

(4-A16)
where y ‘ = y * ( z )  + yj(z) + ...+ y'„(z) .

The first-order condition is:

, dx dy , 
f  • —  + —  + £ (z) 

dz dz

/
+ /i- c'(e) ■

\

^ V 1 1 dx* dy*/  • —— I- n - e v — ~  +  e,
t t  ‘ dz yr dz 2

( (  n
+ h - e ■

VV f=i

dx*
a T +s

> /v_»
+ /i • j •

y vv i=i

(4-A17)
Z i dx* dy*e — + n-ev -----+ e,

x‘ 1 dz yT dz 2
=  0 .

Solving for g '( z ), we have:

dx*
P z L ~ P S z dz /'(■*)+ z ^

v 1=1 y
L  +  p

f  « A
Z * ,v i=i y

.^L
dz

[l + «-/7yrL + «-/75yJ = g '( z ) .

(4-A18)

Substituting in for the firm’s first order conditions, we have:
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■ P z L ~ P S z
dx* 
9z

(  n \  (  n  ̂ (  n \

V <=2 y Vi= 2 y  v<=i >
9 /
9z

[ ( n - D - p ^ L  + Cn-D-j jL^ - n - p g yr}= g'(z)yT r O  yT .

(4-A19)

Conclusion: The government also adjusts the adjustment by the size of the 

underinvestment.

The Cooperative Solution

Min n ■ p (xx ,...,xn, y T(y l ,...,yn) , z ) - L ( x ^ x n , yT(y: yn ),z) + n - f ( x )  + y T +n-g(z )  

x, yT
(4-A20)

First Order Conditions:

{4
f  "

l i p * ,
V i=1 )

L+ p
f  » 'N

v ;=i y
= / ' ( * )

{yr } - n - [ p  L + pL  ]=1

(4-A21)

(4-A22)

Id; Government

Min n-\ f (x**(z) )+g(z)]+yr(z)
i l I ** / \ **/ \ ** / w \lc[e[x (z),...,x ( z) , yT (y (z),...,y (z)),zJJ+

e (x " (z),..., / * (z ),y ” (4 * (z) y~ (z ),z)-s{x**(z)...... x * (z ),y*j (y **(z).....y**(z),z)j
(4-A23)

First Order Condition:

P z L ~ P S z
dx*

f \ x )  + L ■ Y j P x, + p
v i=i y

f  »
S X

V 1=1

-v  * *

+ n- p yrL + n- p s yT] =  g' (z)

(4-A24)

Substituting in the collective’s first-order condition (and if L = s ), this reduces to 

-  p zL - p s =  g'(z ) .  (4-A25)
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CHAPTER 5:

SUMMARY OF CONCLUSIONS AND 
POSSIBLE AVENUES FOR FUTURE RESEARCH

1. SUMMARY

This dissertation employed law and economics analysis to study Internet security.

Chapter 1 provided the introduction to the problem of cybercrime and cyber-attacks, and 

reviewed the different technological, economic, and law-based solutions hitherto 

proposed to combat the problem. We concluded that a combination of technological, 

economic, and law-based solutions are necessary to effectively combat cybercrime, since 

each of these methods alone is insufficient to address the problem. The succeeding three 

chapters presented the main essays of the dissertation.

In Chapter 2, we proposed that cyberinsurance can be a powerful market-based tool to 

align market incentives toward improving Internet security. We presented three 

economic arguments to support the case for cyberinsurance as a market solution to 

managing information technology (IT) security risks. We also conducted time and case 

studies to trace the evolution of the cyberinsurance industry and concluded that, in 

practice, although there were issues that needed to be worked out to fully implement this 

market-based solution, nonetheless, cyberinsurers were able to find ways to address these 

frictions to the market solution. We thus concluded that there is significant theoretical 

foundation, in addition to market-based evidence, to support the assertion that 

cyberinsurance results in: (1) better IT safety infrastructure; (2) standards based on the

168

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

optimal amount of care; and (3) the correction of a market failure, which results in 

increased overall social welfare.

In Chapter 3, we examined whether firms or individuals whose computer systems are 

under attack be should be permitted to hack back, and how the law of self-defense in 

cyberspace should be designed. We employed a formal, game-theoretic analysis of the 

strategic interaction between the hacker and the attacked firm/individual, including 

Bayesian updating to study the effect of intrusion detection system (IDS) technology, as 

well as the consideration of the social planner’s perspective and different liability 

regimes. We concluded that neither total prohibition nor unrestrained permission of 

hackback is optimal. Instead, hackback should be permitted when: (1) other alternatives, 

such as police enforcement and resort to courts, are either ineffective or ineffectual; (2) 

there is a serious prospect of hitting the hacker instead of innocent third parties; and (3) 

the damages to the attacked firm’s (that is, the entity that is hacking back) systems that 

can be potentially mitigated outweigh the potential damages to third parties.

Also, even if hackback is permissible under the abovementioned rules, the conduct 

during hackback must also be regulated. Specifically, counter-strikers must use only 

“proportionate force”; that is, they must not wantonly damage the hackers’ digital 

systems out of retaliation, but rather, only use force that is necessary to avoid damage to 

their own systems. Also, active defenders should be held liable to third parties caught in 

the crossfire, so that damages to third parties may be internalized. Lastly, better IDS and 

traceback technologies improve the effectiveness of hackback as deterrence to the hacker, 

highlighting the role of technology in analyzing the appropriateness of hackback.
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In sum, hackback should be resorted to only as a means of defense, and not for the 

purpose of inflicting damages.

In Chapter 4, we examined whether Internet security is a public good, and how 

society should handle the spill-over effects arising from the interrelatedness of Internet 

risks. Additionally, we analyzed what role, if any, does police enforcement play, and 

what optimal combination of each of the security measures -  police enforcement, and 

individual investments in both private and non-rivalrous security goods -  should be used 

to effectively combat cybercrime. We concluded that some, but not all, investments in 

security have the nature of public goods. Thus, we modeled the situation where firms 

invest in both private and public security goods, where public enforcement of law is 

present. That is, our model contained these elements: private investments in security; 

investments in security that have the nature of public goods; externalities; and public 

enforcement of law. By so doing, we gained insights on the substitutability between the 

private and public measures, and on how to combine these approaches optimally.

We concluded that the socially-optimal level of security is achieved by equalizing the 

marginal-benefit-to-marginal-cost ratios of each of the three alternatives -  private 

security investment, non-rivalrous security investment, and law enforcement measures. 

Furthermore, the interrelatedness of Internet risks causes individual firms to underinvest 

in private and public security goods. The government thus decidedly lowers the level of 

police enforcement expenditures in order to induce firms to invest more in individual 

precautions. We also found that, under certain conditions, cooperation results in socially- 

optimal levels of expenditures in private and public security goods expenditures. The 

Shapley (1953) value can be used as a criterion for allocating the costs and benefits

170

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

among the members of a security cooperative. Several simulations illustrated the results 

of the model under several scenarios.

2. POSSIBLE AVENUES FOR FUTURE RESEARCH

This dissertation may be complete in its present condition, but in the course of our 

research, we have come across future topics that may be interesting pursuit of 

independent research.

One possible area of future research is concerning the possibility of hackers 

purchasing information or source code on the black market and reverse-engineering it. 

This is so considering that the person who has the software code or vulnerability 

information could potentially use it several times (for example, for copyright violation 

purposes, hacking, etc.). That is, the software code or vulnerability information is “non- 

rival”, which means that the vulnerability finder can use such information for both 

legitimate and illicit purposes. For example, an individual can pore through the millions 

of line of code and work for (or sell the bug information to) the software producer since 

these software codes are being subjected to testing and in fact bug finders are hired/paid 

to search for bugs, including security vulnerabilities. So, the vulnerability finder can 

simply search for bugs and be paid by the software manufacturer. Another legitimate 

business purpose is for the vulnerability finder to sell the information to firms like 

iDefense (a Verisign Company) and Tipping Point (a division of 3M) who purchase these 

vulnerability information in the open market to protect their subscription-based customers 

(see, for example, Sutton and Nagle 2006). As for illegitimate purposes, an individual 

who acquires a source code could use it for copyright violation purposes. Thus, an 

individual could acquire and reverse-engineer a software code to make another software
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product in violation of the copyright of the software developer. Another alternative 

income opportunity to the vulnerability finder is to either to sell the vulnerability 

information to a hacker in the black market or to be a hacker himself. For example, we 

have found (relatively new) cases where some vulnerability finder had sold the 

vulnerability information in the informal market, such as the case of this vulnerability 

finder posting IE7 and Windows Vista bugs/exploit for sale to the highest bidder, in a 

website well-known to security practitioners (http://lists.grok.org.uk/pipermail/full- 

disclosure/2006-May/045763.html), and apparently quiet successful at it 

(http://lists.grok.org.uk/pipermail/full-disclosure/2006-May/046325.html) (see also 

Finjan Malicious Code Research Center 2006). There are also reports of a Russian 

hacker posting an IE vulnerability and exploit for sale in the black market for $300 

(.BusinessWeek 2005).

Thus, we have found that when Microsoft Window’s source code leaked, although it 

seemed that Microsoft was primarily concerned about the possible violation of its 

copyright (CNN.com 2004b; Lemos 2004; Gonsalves 2004), Microsoft was also 

concerned that the leak of such code could result in people finding more vulnerabilities in 

its product, and it is conceivable that such leak could have been responsible for 

subsequent discoveries of vulnerabilities in Windows (Thurrott 2004). Hence, it is 

conceivable that hackers could purchase security information on the black market — say 

from those who wrote the original code (although I have not found a single report of this 

happening so far) — and reverse-engineer it. This issue might be an interesting topic to 

pursue later on considering that modeling the business decision of an individual who has
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the software code and has to make several cost vs. income-opportunity calculations, 

could be complex.

Another possible area of future research is regarding the other potential areas of 

market failure in Internet security such as asymmetric information. The Common 

Criteria standard may help alleviate this problem, but we have to bear in mind that the 

information security environment is very dynamic and it may be extremely difficult or 

costly if not impossible to guard against future vulnerabilities. The research questions 

may be whether a Lemons Law equivalent for software should be enacted, or whether 

contract law (for example, extending the Magnuson-Moss Act [against anti-warranty] to 

software -  in effect addressing the shrink-wrap disclaimers to the warranty of 

merchantability) and/or tort law should be used (if so what is the liability regime, strict, 

negligence-rule, etc.). The pros and cons must be balanced (that is, being overly strict to 

software developers might curtail innovation) and a more in-depth study — such as 

empirically studying the various costs and benefits, as well as modeling where the right 

balance should be struck considering the pros and cons — may be a future area of 

research. The law and economics of software-related litigation is complex and will 

require a lot of future work; it opens up as well a whole new field of research and is a 

promising future area of investigation.
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APPENDIX A:

TABLE ON THE SALIENT PROVISIONS OF CYBERINSURANCE POLICIES

Net Advantage 
Security

e-Comprehensive Webnet Protection

COVERAGES
First Party 
Coverages
Destruction, 
disruption or theft of 
information assets

Y Y. Expressly covers 
malicious alteration or 
malicious destruction 
of information by any 
person, of information 
as a result of malicious 
code, of computer 
programs owned or 
licensed. (This may be 
covered under 
definition of “computer 
system” (includes 
“computer software 
accessible through the 
Internet”) of 
netAdvantage

Y. Includes coverage 
for losses due to 
malicious codes 
(“Malicious code” 
defined as “software 
program that 
maliciously introduced 
into the computer the 
Insured’s Information 
Processing System 
and/or networks, and 
propagates itself from 
one computer to 
another without the 
authorization of the 
Insured Company”.
Are viruses excluded 
from coverage?) 
Includes computer 
programs and trade 
secrets. P roviso  that 
information and  
com puter program  be 
subject to regular  
netw ork back-UD 
procedures. Payment 
of actual and necessary 
expenses incurred to 
replace or restore info 
assets to the level 
which they existed 
prior to the loss.

Internet Business 
Interruption

Y Y. Dependent business 
intermption covered by 
endorsement.

Y. Includes dependent 
income loss.

Cyberextortion Y Y. “The Insured shall 
use its best efforts at all 
times to ensure that

Y
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knowledge regarding 
the existence of the 
Extortion coverage 
afforded by this Policy 
is restricted as far as 
possible.”

Fraudulent 
electronic transfers

N. Expressly 
excluded.

Y. Express covered: 
Insured having 
transferred fund or 
property as direct result 
of fraudulent: input of 
data, modification or 
destruction of 
information, 
preparation or 
modification of 
computer program, 
alteration or destruction 
of information due to 
malicious code.

Not expressly covered. 
(Probably not covered 
under definition of e- 
business information 
assets (=electronic 
information and 
computer programs). 
Not a qualifying cause.

Denial of service 
attack

Expressly covered Y. Expressly stated as 
a “qualifying cause”

Rehabilitation
expenses

Y. Reimbursement for 
expenses incurred to 
Restablish the 
reputation of the 
insured (including 
public relation 
expenses)

Y. Public relations 
expenses

Third Party
Liability
Coverages198
Internet Content Y Y (Libel, invasion of 

privacy (“the right of 
individual to control the 
disclosure of 
Information that 
identifies the 
individual,) copyright 
infringement, 
plagiarism, etc. 
Emotional distress 
excluded.

Y. Libel, invasion of 
privacy, plagiarism, 
infringement of IP 
(except patent)

Internet Security Y. For claims 
arising from 
“failure of security” 
(defined as: failure 
of insured’s

Y Y

198 For claims made during the policy period or extended reporting period for acts committed by the insured 
on or after the Retroactive Date and before the end of the Policy Period.
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hardware, software 
or firmware 
(including 
firewalls, filters, 
DMZs, anti-virus) 
including theft of 
passwords or 
access codes which 
results in a 
computer attack). 
Note:
Unintentional 
programming 
and/or operational 
error does not 
constitute failure in 
security.

Defense Costs Y Y. Insurer has right 
and duty to defend. 
Limit: up to payment 
of “all reasonable and 
necessary legal costs”.

Y

EXCLUSIONS
Failure to back-up Y Y Y
Failure to take 
reasonable steps to 
maintain and 
upgrade security

Y Y. Always includes 
proviso on its 
coverages: “Provided 
always that the Insured 
Company maintain 
System Security levels 
that are equal to or 
superior to those in 
place as at the inception 
date of this Policy

In “Policy Conditions”: 
“You agree to protect 
and maintain your 
computer system and 
your e-business 
information assets and 
e-business
communications to the 
level or standard at 
which they existed and 
were represented...”

Fraudulent, 
dishonest and 
criminal acts of 
insured

Y Y Y

Inability to use or 
lack of performance 
of software 
programs

Y. Due to 
expiration, 
cancellation, 
withdrawal, or have 
not been released 
from development 
stage, or have not 
passed test runs; or 
due to installation 
or failure to install 
software; or due to

Y. Any “malfunction 
or error in
programming or errors 
or omissions in 
processing” (in 
computer programs) 
excluded.

Implied exclusion: lack 
of performance of 
software programs not 
part of “qualifying 
cause”.
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configuration
problems.

Wear and tear of 
insured’s
information assets

Y Y. “Loss resulting 
from (a) mechanical 
failure, (b) faulty 
construction, (c) error 
in design, (d) latent 
defect, (e) wear and 
tear, (f) gradual 
degradation, (g) 
electrical disturbance, 
(f) failure, breakdown 
or defect within the 
medium upon which 
any electronic record 
may be stored”

“Based upon or arising 
out of ordinary wear 
and tear, gradual 
deterioration of; or 
failure to maintain [e- 
information] assets and 
computer systems on 
which they are 
processed...”

Electric and
telecommunication
failures

Y Y (see above). (Also: 
“The failure or 
interruption of the 
infrastructure of the 
Internet or other 
telecommunications 
system, except where 
such infrastructure was 
under the operational 
control of the insured.

Failure of: telephone 
lines, data transmission 
or wireless connections, 
telecommunications 
equipments or 
electronic infrastructure 
not under the insured’s 
control, malfunction of 
satellite, failure of 
power or utility service

Breach of patents or 
trade secrets

First party: Trade 
secrets covered 
provided valuation 
agreed upon; 3rd 
party both patents 
and trade secrets 
excluded

1st party covered -as 
part of “electronic 
information”. Third 
party: Patent 
infringement excluded

Loss or claim 
notified a prior 
insurer

Y Y Y

Claim arising out of 
liability to related 
parties

Y Y Y

(1st and 3rd party: 
failure of any 
computer or 
software to correctly 
assign any date)

Y

OTHER
RELEVANT
PROVISIONS
Retentions Retention same as 

in liability limits 
below + retention

There is only single 
loss retentions (“arising 
out of any single event

Waiting period 
specified for business 
interruption.
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waiting hours for 
business 
interruption and 
internet extra 
expense coverages.

or series of related 
event”). Any recovery 
(net of expenses) of 
property, money, etc., 
applied according to (1) 
loss of insured on top 
of single loss or 
aggregate policy limits
(2) reimbursement of 
amount paid by insurer
(3) single loss 
retention.

Each loss 
deductible, and 
each claim deductible, 
for any loss or claim 
arising from the same 
interrelated qualifying 
cause.

Liability Limits Limit for each 
wrongful act or 
related acts, each 
for (a) internet 
content liability, (b) 
internet security 
liability, (c) cyber­
extortion; and for 
each failure or 
series of related 
failures of security: 
(d) asset and 
income protection.

Insurer liable only after 
insured satisfies 
retention and shall not 
exceed policy limit. 
Aggregate limits for (a) 
1st party (b) 3rd party; 
with applicable single 
loss limit for each; sub­
limit if contingent 
business interruption 
(one resulting from 
failure of computer not 
operated by insured but 
upon which insured 
depends upon) if 
endorsement opted.

Aggregate Policy Limit 
(for 1st and 3rd party 
losses). Separate limits 
for each coverage parts 
(3 3rd party coverages, 
and 6 Is1 party 
coverages). With 
stipulation for hourly 
loss limit and total limit 
for business 
intermption and 
dependent business 
intermption.

Criminal Reward 
Fund

Y Investigative expenses 
by insured expressly 
covered.

Fees and expenses 
incurred by the 
insured for the 
services by the 
Information Risk 
Group in order to 
mitigate the impact 
of 1st party loss

Covered as 1st party 
coverage. The services 
of the group shall be 
engaged only “if the 
Named Insured is 
unable to prevent the 
effects of the loss by its 
own diligent terms”.

Representations 
Relied Upon

Y Y Y

Surveys Y. At any time. Y. Annual: Insurer has 
right to survey 
operations and 
premises; costs bom by 
insurers.

Y. At option of 
insurer: as part of 
underwriting, in 
deciding whether to 
continue/modify 
coverage, or processing 
of loss/claim.

Insurer liable only 
for transcription or

Definition of 
“Loss” (“actual and

1st Party loss of info, 
etc.: insurer shall be

1st party insurance is for 
“restoration costs” (that

196

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

replacement cost necessary costs 
incurred by the 
insured for 
replacing, 
reproducing, 
recreating, or 
restoring the 
insured’s
information assets”.

liable only for (a) labor 
for the transcription or 
copying of information, 
programs, or e-record, 
or the purchase of 
hardware and software 
for actual reproduction 
of info, program or e- 
record.

is, “actual and 
necessary expenses 
[incurred] to replace, 
restore, or recreate [e- 
assets] to the level or 
condition in which they 
existed prior to the 
loss”).

Additional offices 
covered

Establishment of 
additional offices or 
information processing 
system (other than 
consolidation, merger 
or purchase of assets of 
another company) 
covered provided 
insured employs “at 
least the same level of 
system security as were 
in place for the existing 
systems and offices at 
the inception of this 
policy”.

Notice required for 
change of control

Insured shall notify 
insurer of change in 
power to determine 
management by virtue 
of ownership, voting 
rights, or contract; 
otherwise coverage 
terminated for loss or 
claim “after the date of 
change of control”

Termination of 
policy

Y. 30 days notice 
from insurer.

Y. 60 notice from 
insurer, or immediate 
upon receipt of notice 
from insured; refund of 
unearned premiums 
computed pro-rata. 
Insurers not liable for 
loss not discovered 
prior to the effective 
date of termination.

30 days within after 
notice from insurer, 10 
days in case of non­
payment of premium). 
Pro-rata premium.
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School of Law, Arlington, VA.
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Workshop on Economics of Information Security, June 2-3, 2005, Cambridge, MA.
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Stanford Law School, “The Economic Case for Cyberinsurance”, Securing Privacy in the 
Internet Age, March 13-14, 2004, Stanford, CA.

RESEARCH AND PROFESSIONAL EXPERIENCE 
UNIVERSITY OF ILLINOIS, URBANA-CHAMPAIGN
Research Assistant, College of Law, Fall 2003 - Summer 2005
• Did research on law and economics of cybersecurity
• Presented in and attended various conferences in law and economics, and economics of

Internet security
• Maintained office in National Center for Supercomputing Applications (NCSA) and the

Coordinated Science Laboratory (CSL) in order to collaborate with computer experts 
to gain more knowledge on the technology side of the projects.

• Co-authored published papers and conference submissions; prepared and gave
conference presentations and poster sessions.

• Prepared research proposals for review and submission by research supervisor.
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Economist, Corporate Planning Division, San Miguel Corporation, 1998 
Tax Lawyer, Arthur Andersen, Manila Office, 1996-97
• Did transfer pricing and international taxation work
• Performed corporate and tax law work for the biggest corporations in the Philippines. 
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• Assessed and generated novel indicators for measuring science and technology resources.

TEACHING EXPERIENCE 
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• Member, Phi Kappa Phi International Honor Society
• Member, Pi Gamma Mu International Honor Society for the Social Sciences
• 99+ percentile ranking in national college entrance examinations (class valedictorian)
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